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Abstract

Automated program repair is a technology for automated rectification of errors
and vulnerabilities in programs. This technology can be used for intelligent tutoring
of programming – where student assignments are compared with reference assign-
ments to compute feedback to students. In this thesis, we report on the design,
implementation, and real-life evaluation, as well as the experience of hundreds
of students, for such an intelligent tutoring system. We also show how the core
program repair technology can combined with grading rubrics to provide automated
grading of programming assignments. Such a grading goes beyond test-suite based
grading since the aim is to find concepts which are not understood by students. The
intelligent tutoring system has been conducted as a real-life project in the course of
teaching and has been used by tutors / students of a first-year programming course
at the National University of Singapore. In the last part of the thesis, we report on
the experience of using the intelligent tutoring system in conjunction with Large
Language Models (LLMs) to teach data structure and algorithms in a second-year
course. Since well-known data structures have been ingested by LLMs – this could
provide a forward-looking perspective about the teaching of algorithms in the future.
The intelligent tutoring system powered by program repair is aided by LLMs to
provide algorithm level feedback.
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CHAPTER 1. INTRODUCTION

Chapter 1

Introduction

Computer Science education has experienced a tremendously increasing number of
enrolments in the past decade, and there is no sign of slowing down the process. This
phenomenon might occur because of various reasons. For example, the attractive
compensation in the job market as a software developer, the high demand for
programming and data analytic skills for professional career development, the
inevitable trend of AI applications in every domain, etc. As a consequence, the
enrolments imposed significant stress on computer science education, especially
programming teaching, despite the advancements in digital technology. Online
learning platforms (e.g., Coursera, Khan Academy, EdX, and Udacity) are one
of the earliest attempts to scale the teaching capability. These platforms provide
programming courses known as Massive Open Online Courses (MOOC) taken by
thousands of learners worldwide. Learners can register for a MOOC at any time,
anywhere to learn about programming with a lower entry barrier. However, MOOCs
still struggle with the inherent challenge: Lack of individual learning feedback for
students, particularly novice students. Automatically providing high-quality learning
support for individual students and alleviating the workload of teaching teams have
become more crucial in computer science education than ever.

Automated program repair (APR) [38] is a well-studied technology that automat-
ically rectifies bugs in large software. Given a buggy problem Pb, and a test-suite
T . APR aims to find a set of edit changes, such that Pb passes all tests in T after
applying those edits. The changes made to Pb are referred as fixing patches. In
addition to fixing bugs in large software codebases, a prior study [107] has shown
that APR can also be applied in the computer science education context to generate
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feedback for students’ programming assignments automatically. Given an incorrect
student’s solution for a particular programming assignment and a test suite for
assessment, the fixing patches generated by APR techniques for the incorrect solution
can be seen as basic barebone feedback/suggestions that guide the student toward
the correct solution. However, the existence of a complete set of high-quality test
cases to validate the repairs as feedback cannot be assumed. Over-fitting the repair
to an incomplete specification is a well-known problem of test-based APR tools [35].
The overfitted repairs may pass the given test suite for validation, but still be buggy
on the input outside the test suite. Generating complex incorrect feedback that
merely passes explicit tests can potentially confuse the end-users, particularly in the
computer science education context, where the end-users are often novice students.

In addition to trustworthy programming feedback for individual students, the
huge enrolments also place significant strain on teaching resources such as manpower
to grade students’ programming assignments. Hence, there is also an urgent need to
scale up the grading procedure both efficiently and accurately. One widely adopted
common practice in existing programming assessment systems (e.g., online judge
system) evaluates student’s performance based on the number of passing tests in a
given test suite (i.e., test-based automated grading). However, test-based systems
are not ideal, because of the fact that a manual inspection of students’ attempts that
fail the majority of the test suite which is deemed as severely incorrect can reveal
some conceptually correct understanding of the students. This strict assessment
may discourage students from improvement.

Beyond the scope of supporting first-year programming courses, another typical
challenge in computer science education is the design of software engineering develop-
ment projects. Software engineering is one of the foundation courses for a Computer
Science student. It provides students with hands-on software development opportu-
nities as a team project, which helps them get experience and be prepared before
entering the job market. Despite the importance, software engineering projects are
often a one-time effort to build a toy software for a specific course. Students can
hardly get the accomplishment of contributing to a mature software codebase and
experience the software evolution, which is more crucial in the industrial context.

To handle the above limitations in computer science education, the goals of this
thesis are to design and implement a full-fledged, ready-to-use Intelligent Tutoring
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System that scales high-quality programming teaching by generating trustworthy
feedback to students as well as producing precise automated programming assignment
assessments for instructors and tutors. Furthermore, the Intelligent Tutoring System
can serve as an in-house software engineering project framework that iteratively
evolves over time. To achieve this goal, we propose a series of tightly connected
high-level ideas and techniques:

• Verified Repair as Programming Feedback. To provide trustworthy
feedback for student programming assignments, we propose a general approach
to verified repair. Verified repair engenders greater trust in the output of the
automatic repair tool, which has been identified to be a key hindrance in the
deployment of automated program repair [83]. In this work, we developed
a tool Verifix, and we show that verified repair from Verifix is feasible and
achievable in a reasonable time scale for student programming assignments at
a large public university. This shows the promise of using verified repair to
generate high-confidence live feedback in programming pedagogy settings.

• Conceptual Programming Assignment Assessment. Since test-based
grading may not adequately capture the student’s understanding of the pro-
gramming concepts needed to solve a programming task, we propose the
notion of a concept graph which is essentially an abstracted control flow graph.
Given the concept graphs extracted from a student’s solution and a reference
solution, we define concept graph matching and comparing differing concepts.
Specifically, the concept-based grading is (experimentally) shown to be closer
to the grade manually assigned by the tutor. Apart from grading, the concept
graph used by our approach is also useful for providing feedback to struggling
students, as confirmed by our user study among tutors. In this work, we
present and implement ConceptGrader, a new automated grading approach
that uses the differences between the student concept graph and reference
concept graph to generate a score for a given incorrect student submission.

• Design of Intelligent Tutoring System for Programming. Based on the
research advances in recent years, specifically in automated program repair
and synthesis, we have designed and built an intelligent tutoring system that
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has the capability to provide automated personalized feedback for students.
The main techniques rely on the precise low-level patches from automated
program repair and high-level conceptual explanation by the natural language
description capability from large language models. We discuss the design
principles and architecture of the Intelligent Tutoring System and show its
effectiveness in CS-1 educational settings through a live deployment. The
previously developed Verifix and ConceptGrader are included as essential
components that provide program repair and autograding capability in our
Intelligent Tutoring System.

• Linking Software Engineering and Programming Teaching. Further, on
top of the built Intelligent Tutoring System, we designed a software engineering
course that naturally links software engineering and programming teaching.
The development projects in the SE course guide third-year undergraduate
students in incrementally developing more features for the Intelligent Tutoring
System over several years. Each year, students will make contributions that
improve the current implementation, while at the same time, we can deploy
the current system for junior students to use for learning programming. This
work describes our teaching concept and our experience in the advanced
computing course CS2040S at the National University of Singapore. This
software engineering project for the students has the key advantage that
the users of the system are available in-house (i.e., students, tutors, and
lecturers from the first-year programming courses). This helps to organize
requirements engineering sessions and builds awareness about their contribution
to a "to–be–deployed" software project. In this multi-year teaching effort, we
have incrementally built a tutoring system for first-year programming courses.

Contributions. The proposed approaches in this thesis are delivered as an
Intelligent Tutoring System for Programming (ITS). It impacts the current computer
science education by improving the quality of auto-generated feedback and providing
precise assessments for programming assignments. Specifically, the ITS can efficiently
and confidently repair students’ incorrect programming submissions with a formal
guarantee and high success rate, which is essential for practical usage. Moreover, the
ITS can assess students’ performance in programming based on high-level conceptual
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understanding to produce positive learning feedback with the proposed concept
graphs and automated program repair engines. Finally, the ITS can be seen as
a mature software engineering project framework that computer science students
can contribute to, which facilitates software engineering education and eventually
benefits the teaching of other CS courses. The ITS has been deployed in CS1010S
Programming Methodology at the National University of Singapore, and Monash
University. In summary, this thesis can scale the capability and reduce the burden
of computer science education.

Research Scope. This thesis aims to provide trustworthy and conceptual
feedback to students and instructors for programming assignments in computer
science education. Although the presented feedback generation approaches are
explored specifically for first-year introductory programming courses, they present
high-level research ideas that have the potential to be extended in programming
assignments of more advanced CS courses. For example, data structure, database
management, and networking. To provide constructive feedback to students, while
the proposed approaches do not guarantee to generate feedback for all incorrect
submissions, but they do guarantee that every generated feedback is trustworthy
from the pedagogy perspective. In addition to feedback generation, we also applied
the presented techniques in automated programming assignment assessment to
alleviate the high workload of the teaching team. These two usage scenarios
are oriented at different stakeholders but target common goals, which is to scale
the programming teaching capability and provide a better programming learning
environment. Moreover, we also integrated the proposed approaches into a self-
sustained Intelligent Tutoring System that can be evolved and evaluated iteratively
over a longer period. This ITS has been deployed at the National University of
Singapore to gain practical experience in a real-world context. Beyond first-year
(CS-1) programming courses, we believe the proposed ideas can also be generalized
to other computer science courses.

Thesis Organization. The remainder of this thesis is organized as follows. We
first provide an overview of the existing technical background in automated intelligent
programming education, including automated program repair/synthesis, feedback
generation, and automated assignment assessment in Chapter 2. In Chapter 3, we
present our approach that addresses the overfitting problem of program repair in
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computer science education via the program equivalence checking technique. Chap-
ter 4 introduces a conceptual-level automated grading mechanism for programming
assignments based on our novel concept graph that assesses students’ conceptual
understanding. Chapter 5 describes the design principles and architecture of our
Intelligent Tutoring System for programming education and our experience of using
it in CS1010S Programming Methodology. Chapter 6 describes our novel idea of
linking software engineering and introductory programming teaching via the gradual
implementation and improvement of our Intelligent Tutor System for Programming
which is designed in Chapter 5. Chapter 7 presents the related work of our proposed
techniques. Chapter 8 concludes this thesis and discusses the potential research
directions for future improvement. The detailed introduction of our Intelligent
Tutoring System (ITS) for Programming and Algorithms Education can be found at
https://nus-its.github.io/index.html.
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CHAPTER 2. BACKGROUND

Chapter 2

Background

In this chapter, we introduce the background knowledge for this thesis, including
automated program repair, programming feedback generation.

2.1 Automated Program Repair
Automated program repair (APR) is an emerging area for automated rectification

of programming errors [38]. APR techniques take as inputs a buggy program and a
correctness specification (often provided in the form of a test suite). APR techniques
aim to produce a fixed program by slightly changing the buggy program to satisfy
the given specification (i.e., passing all given tests). There are a few well-studied
automatic program repair techniques in the literature to generate patches for buggy
programs.

2.1.1 Search-Based Repair

Search-based repair tools (e.g., GenProg [58], Prophet [64], TBar [61]) search for
correct patches that can pass all the given tests among a pre-defined patch space S.
Typically, the patch space S is curated with a set of program repair operators [58]
or manually-summarized repair templates [61]. These repair operators define how
we can mutate or change the buggy programs to derive different program variants
that form the patch space S. Once the patch space S is determined, different
search algorithms can be leveraged to find the correct patches from S. For example,
evolutionary search [58, 109], random search [80] and enumeration search [61, 55].
The patch search procedure terminates when a patch makes the buggy program pass
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all tests is found, or the entire patch space S is evaluated.

2.1.2 Semantic-Based Repair

Semantic-based repair tools (e.g., SemFix [75], Angelix [69]) generate patches
by formulating a repair constraint that needs to be satisfied based on a given test
suite specification by leveraging symbolic execution and then solving the repair
constraint to generate patch via program synthesis. Semantic-based repair tools
first replace the suspicious expressions (usually identified by fault localization [1]) of
a program with symbolic expressions, then execute each test from the beginning.
When the execution reaches the suspicious location, it then starts to execute the
program symbolically. This symbolic execution process produces a set of symbolic
formulas representing the program specification inferred from the test suite. Then
the program synthesis techniques e.g., component-based synthesis [49], are used to
find a concrete program expression that satisfies the inferred constraints which were
collected from the given test suite.

2.1.3 Learning-Based Repair

The application of deep learning techniques in program repair has been explored
in the past few years. This line of techniques [101, 42, 20, 60, 65, 50, 115] formulates
the automated program repair as a next token prediction problem. They often
train a deep learning model by collecting corresponding bug-inducing and bug-fixing
commits from open-source software repositories with the goal of generating the
correct patch for any unseen bug. During the training process, the patch generation
is often guided by a specific representation of code syntax (e.g., abstract syntax tree)
and semantics to predict the next tokens that are most likely to be a correct patch.
Different from search-based repair tools, the learned repair strategies from historical
human bug-fixing experiences tremendously enrich the patch space so that can go
beyond the predefined repair operators.

2.1.4 Overfitting in Program Repair

Overfitting is one of the well-known and challenging issues in automated repair
tools that rely on test suite to serve as intended program behavior (i.e., test-based
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APR tools). This is because the test suite is often limited and incomplete program
specifications, which only represents an input-output relationship of a given program.
It is possible that the patched program passes all given tests by generating incomplete
program fixing patches, yet the patched program still fails test cases outside the
given test suite. We call those incorrect program patches that pass the validation
test suite as plausible patches. There are a few lines of work targeted to alleviate
the overfitting problem in program repair because it is critical for APR systems to
be deployed in real-world codebase. One typical approach [64, 106] is to rank the
generated patches with heuristics or machine learning algorithms so that the correct
patches are more likely to be found and suggested to developers earlier. Another
approach [91] introduces the Anti-Pattern concept, which disabled the generation
of specific incorrect program patches in search-based APR tools. There are also
attempts to combine fuzzing [16] strategies to enhance the given test suite and filter
out more potentially plausible patches.

2.2 Automated Feedback Generation
The typical high student-to-teacher ratio in computer science education makes it

challenging to manually write personal feedback to guide students’ learning processes
for programming assignments. This high time latency (usually 1-2 weeks) between
finalizing submission and receiving feedback may have a negative effect on student’s
learning motivation. Given a programming assignment and a student’s submission.
We wish to automatically generate constructive personalized feedback regarding
specific students’ submissions in a short period so that the student can identify their
mistakes and further improve.

2.2.1 Debugging-Based Feedback Generation

The debugging-based approach is a systematic method to provide basic feedback
for students. There are a few different typical debugging-based feedback generation
systems that leverage program debugging output as feedback to guide students
to rectify their programming assignments. For example, one common strategy is
to predefine a comprehensive test suite for each programming assignment, when
the student submits an incorrect solution, the failed test cases can be seen as a
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hint and shown to students. This test-based approach is widely adopted in online
judge platforms such as LeetCode and online programming teaching platforms such
as Coursemology [85]. There are also other approaches that suggest syntax-level
feedback to students, which is often based on compiler or static analyzer output
(e.g., warning messages, etc). They focus on postprocessing the complex compiler
output into easy-to-read natural language hints for students to resolve syntactical
errors. For example, incorrect function usage, use of undefined variables, unexpected
return types, etc. This is often achieved by manually defining natural language
templates and parsing rules for specific warning/error types.

2.2.2 Program Equivalence based Feedback Generation

Program equivalence checking [22] is a technique that formally proves whether two
programs are semantically equivalent, and it is applied in CodeAssit [53] to find the
behavioral difference between the instructor’s reference solution Pr and the student’s
solution Ps. The identified discrepancies in input-output relations are then reported
as feedback to students. CodeAssit [53] manually inspects correct reference solutions
and repairs incorrect student’s solutions at program contract granularity instead
of generating a concrete expression that the student needs to change. Moreover,
CodeAssist was specifically designed to work for dynamic programming assignments,
which further limits its capability.

2.2.3 Program Repair based Feedback Generation

Automated program repair techniques are originally designed to fix bugs in large
codebases for experienced software developers. Prior work [107] has shown the
potential of applying general-purpose APR tools to fix introductory programming
assignments and provide the generated program patches as feedback for students.
After that, new automated program repair techniques have been proposed to specifi-
cally help novice programmers to fix their programming mistakes. Different from
general-purpose APR tools, those APR tools that specialize in fixing programming
assignments often assume the existence of reference solutions as additional program
specifications in addition to test suites, which are available in the computer science
education context. Typical APR-based feedback generation tools e.g., Refactory [47],
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Clara [41] and Sarfgen [99] take in the reference solution Pr and incorrect solutions Pi
for a particular programming assignment. Then they try to align the program struc-
ture between Pr and Pi based on control-flow structure or basic-block similarity to
extract fine-grained program specification that Pi needs to satisfied from Pr. Further,
they leverage the code snippet in Pr as available patch ingredients to fix the bugs in
Pi, which is often done by program synthesis [39]. In addition to program synthesis
based patch generation, there are also approaches to repair student’s programming
assignments. For example, learning-based repair systems [42, 82] used deep learning
and programming-by-example [43] respectively to learn program transformation
rules to fix incorrect submissions from historical data, whereas error model based
system [87] requires course instructor to define how an incorrect solution can be
changed for each specific programming task, then search for a correct modification
efficiently.

2.2.4 Large Language Model based Feedback Generation

The emergence of powerful LLMs has gained popularity in the computer science
education field due to their ability in code generation and code explanation. Re-
searchers have proposed various methods to leverage LLMs for feedback generation
in programming education [12, 66, 59, 92, 19, 44, 54, 56, 62, 77]. For example, Balse
et al [12] and Hellas et al [44] found that LLMs struggles to identify all issues in
student’s questions and false positives are common in the feedback generated by
LLM and many works [92, 59, 77] focus on generating feedback on syntax problems
and error messages. While [66, 62, 54] tried to build LLM-based feedback generation
systems that are capable of handling general students’ questions. These systems
heavily rely on specifically curated prompts, and it remains unclear how effectively
they can be adopted by educators worldwide.
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CHAPTER 3. VERIFIED REPAIR OF PROGRAMMING ASSIGNMENTS

Chapter 3

Verified Repair of Programming As-
signments

3.1 Introduction
CS-1, the introductory programming course, is an undergraduate course offered

by Universities and Massive Open Online Courses (MOOCs) across disciplines.
Several programming assignments are typically attempted by the students as a part
of this course, which are evaluated and graded against pre-defined test-cases. Given
the importance of programming education and the difficulty of providing relevant
feedback for the massive number of students, there has been increasing interest in
automated program repair (APR) techniques for providing automated feedback to
student assignments [107, 41, 99, 47, 53, 87].

Existing approaches and their limitations Table 3.1 provides a summary of
state-of-the-art APR works for introductory programming assignment, and compares
them with our approach Verifix. The repair rate of the state-of-the-art techniques [41,
99, 47] is around 90%. However, different from general test-based APR technique,
these works make certain assumptions such as the presence of multiple reference
programs and a high quality tests.

Many student assignment feedback generation approaches [41, 99, 47] assume
the existence of a complete set of high quality test-cases to validate their repairs.
Over-fitting the repair to an incomplete specification is a well known problem of
test-based APR tools [38, 81, 108]. Prior studies have shown that trivial repairs
such as functionality deletion alone can achieve ~50% repair success rate on buggy
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Tool Completely Beyond Identical Verified Target Tool Dataset
Automated Reference CFG Repair Language Availability Availability

Clara [41] ✓ ✗ ✗ C, Python ✓ ✗
SarfGen [99] ✓ ✗ ✗ C# ✗ ✗
ITSP [107] ✓ ✓ ✗ C ✓ ✓

Refactory [47] ✓ ✓ ✗ Python ✓ ✓
CoderAssist [53] ✗ ✓ ✓ DP for C ✓ ✗

Verifix ✓ ✓ ✓ C ✓ ✓

Table 3.1: Programming assignment repair tools comparison. Most existing
APR tools are completely automated and rely on test case evaluation (generate
unverified repair).

student programs given a weak oracle [21]. Generating complex incorrect feedback
that merely passes all tests can potentially confuse novice students more than expert
programmers. Indeed, a prior study [107] shows that novice students when provided
with incorrect/partial repair feedback that merely passes more tests, have been
shown to struggle more, as compared to expert programmers given the same feedback.
Hence, we suggest that the feedback given to novice students needs rigorous quality
assurance, whenever possible.

In a related vein, some approaches, in particular recent ones [41, 99], assume the
existence of multiple reference programs. This assumption is made to overcome the
difficulty of generating feedback when the Control-Flow Graph (CFG) structure of
the student program is different from the instructor provided reference program.1

Using multiple reference programs can also diversify the solution space, and thereby
a feedback can be made more customized to a student solution [40]. However, the
problem is that the existing approaches collect multiple reference programs manually
or based on testing (student submissions that pass all tests are considered correct),
without formally verifying their correctness. Automatic equivalence checking remains
challenging despite recent advances [22].

Insight Many of the aforementioned problems of the existing APR techniques can
be addressed with a verified repair. We assume the presence of at least one reference
solution, which is always available in educational settings and can be given by an
instructor. This setting is simpler than most existing approaches [41, 99, 47] requiring
both multiple reference solutions and a test-suite. We then create a verifiably correct

1SarfGen [99] and Clara [41] require that the control-flow structure of student and reference
programs should be exactly the same. Clara also demands aligned variables to be evaluated into
the same sequence of values at runtime.
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repair of the student assignment. In other words, the repaired student assignment
will be semantically equivalent to the reference assignment given by the instructor.
In terms of workflow, the repair engine indicates when it can generate a verified
repair as feedback, and when it does, the students can receive a feedback which is
guaranteed to be correct. In other words, we can have greater confidence or trust on
the feedback generated by the repair tool. Furthermore, student programs that are
verified to be correct after repair can be used as additional trustworthy reference
programs in future.

Contribution: Verified repair In this chapter, we propose a general approach to
verified repair. Verified repair engenders greater trust in the output of the automatic
repair tool, which has been identified to be a key hindrance in deployment of
automated program repair [83]. We show that verified repair is feasible and achievable
in a reasonable time scale (on average 29.5 seconds) for student programming
assignments of a large public university. This shows the promise of using verified
repair to generate high confidence live feedback in programming pedagogy settings.2

To the best of our knowledge, ours is the first work to espouse verified repair for
general purpose programming education. The only previous attempt on verified
repair [53] is tightly tied to a specific structure of programs implementing dynamic
programming.

Repair tool: Verifix We build our verified-repair technique by extending the
existing program equivalence checking technique. Although automatically proving
the equivalence between two programs remains challenging (mainly due to the
difficulty of automatically finding loop invariants), we found that student programs
are in many cases amenable for equivalence checking. This is because there is
usually a reference program whose structure is similar to the student program,
as shown in earlier works [41, 99]. Exploiting this, Verifix produces a verified
repair. Note that, Verifix performs repair and equivalence checking at once. More
concretely, Verifix aligns the incorrect student program with the reference program
into an aligned automaton, derives alignment relation to relate the variable names

2According to an earlier user study [107], students spend about 100s on average to resolve
semantic errors.
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1 int check_prime( int n)
2 {
3 i f (n == 1)
4 return 0;
5 int j ;
6 for ( j=2; j<n; j++)
7 {
8 i f (n%j == 0)
9 return 0;

10 }
11 return 1;
12 }

(a) A reference program

1 int check_prime( int n)
2 {
3
4
5 int i ;
6 for ( i=1;i<=n−1; i++)
7 {
8 i f (n%i == 0)
9 break ;

10 }
11 return 1;
12 }

(b) An incorrect student
program

1 int check_prime( int n)
2 {
3 if (n == 1)
4 return 0;
5 int i ;
6 for (i=2; i<=n−1; i++)
7 {
8 i f (n%i == 0)
9 return 0;

10 }
11 return 1;
12 }

(c) The Verifix-generated re-
pair

Figure 3.1: Motivating example for the Prime Number programming assign-
ment. Existing tools such as Clara [41] and Sarfgen [99] cannot repair the
incorrect student program in Fig 3.1(b) since its Control-Flow Graph (CFG)
differs from the CFG of instructor designed reference program in Fig 3.1(a).
Our tool Verifix generates the repaired program in Fig 3.1(c), which is verifi-
ably equivalent to the reference implementation, due to superior Control-Flow
Automata (CFA) based abstraction.

of the two programs, and suggests repairs for the code captured by the edges of
the aligned automaton via Maximum Satisfiability-Modulo-Theories (MaxSMT)
solving. We use MaxSMT to find a minimal repair. Our approach can generate
a program behaviourally equivalent to the reference program while preserving the
original control-flow of the student program as much as possible. This leads to
smaller patches/feedback which we believe are easier to comprehend, in general. We
evaluate our approach on student programming submissions curated from a widely
used intelligent tutoring system. Our approach produces small-sized verified patches
as feedback, which, whenever available, can be used by struggling students with
high confidence. Our tool Verifix is available at https://github.com/zhiyufan/

Verifix.

3.2 Overview
Consider a simple programming assignment for checking whether a given number

n is a prime number. Figure 3.1(a) shows a reference implementation prepared by
an instructor, and Figure 3.1(b) shows an incorrect program submitted by a student.

Limitations of the Existing Approaches The state-of-the-art approaches such
as Clara [41] and Sarfgen [99] make the same-control-flow assumption described as
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(a) CFG of the reference program in
Fig 3.1(a)
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(b) CFG of the incorrect student program
in Fig 3.1(b)

Figure 3.2: Control Flow Graph (CFG) of the reference and incorrect program
listed in Fig 3.1. Incorrect program CFG in Fig 3.2(b) differs from reference
program CFG in Fig 3.2(a) due to a missing return node. Existing tools like
Clara [41], Sarfgen [99] cannot repair the incorrect program.

(a) Reference CFA AR (b) Student’s CFA AS (c) Aligned CFA AF

Figure 3.3: Control Flow Automata (CFA) of the reference and incorrect
program listed in Fig 3.1. CFA AR of reference program in Fig 3.3(a) is
structurally aligned with CFA AS of student program in Fig 3.3(b) to obtain
an aligned CFA AF in Fig 3.3(c).

follows.

To perform a repair, a given incorrect program and its reference implementation
should have the same control-flow structure.

Clara fails to repair the incorrect program shown in Figure 3.1(b) when the
reference implementation shown in Figure 3.1(a) is used, reporting that the structures
of these two programs do not match. The CFGs of this incorrect program and
its reference program are shown in Figure 3.2(b) and Figure 3.2(a), respectively.
Notice that that in the reference CFG (Figure 3.2(a)), the LoopExit node has one
incoming edge, whereas in the student program’s CFG (Figure 3.2(b)) the matching
LoopExit node has two incoming edges where the additional edge of Figure 3.2(b)
comes from “n′%i′ == 0”. The problem is that “n′%i′ == 0” does not match “n %
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j ==0” since the downward edge of node “n % j ==0” does not reach LoopExit,
unlike in “n′%i′ == 0”, and hence the structures of the two CFGs do not match.
The fact that Clara treats a loop-free segment of the code as a single block does not
help. In Clara, two adjacent nodes, “n % j ==0” and “ret = 0”, of Figure 3.2(a) are
grouped together, but the outgoing edge of this group still does not reach LoopExit.

A common approach that has been used to overcome this problem is to use mul-
tiple reference programs of diverse control-flow structures [41, 99, 53]. Since it would
be labor-intensive for an instructor to prepare multiple reference implementations,
recent works (e.g., [41, 99]) gets around this problem by using student submissions.
That is, student submissions that pass all tests are added into a pool of reference
implementations. However, this approach exposes students to the risk of getting
wrong feedback generated based on an incorrect program that happens to pass all
tests.

Our Approach We show how we address the aforementioned limitations. Es-
sentially, we do not make the same control-flow-structure assumption. Instead, we
conduct repair with Control Flow Automata (CFA) where its nodes represent pro-
gram locations and its edges represent guarded actions. Figure 3.3 shows examples
of CFAs, as will be described shortly in Section 3.2.1. Also, we extend the existing
equivalence checking technique into a verified repair technique. We traverse each edge
of the CFA obtained from a student submission and check its semantic equivalence
with the corresponding edge of the CFA obtained from a reference program. Note
that each edge represents a loop-free segment of a program. Equivalence checking is
performed by encoding the problem into an SMT (Satisfiability Modulo Theories)
formula. If equivalence checking fails, we reformulate the equivalence checking
problem into a repair problem; we allow the expressions of the student submission to
be replaced with the expressions of the reference program (after converting variable
names). The number of replacements is minimized by encoding the repair problem
into a MaxSMT (Maximum Satisfiability Modulo Theories) formula.

In the following, we show how our repair algorithm works through the following
three phases: the setup phase, the verification phase, and the repair phase. The last
two steps occur simultaneously as explained in the following.
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3.2.1 Setup Phase

In the setup phase, we model the given reference and student programs as
Control Flow Automata (CFA) with the nodes representing control-flow locations
and the edges representing guarded actions. Figure 3.3(a) and 3.3(b) show the
CFA for the reference program (AR) and the CFA for the student program (AS),
respectively. Notice that each edge of a CFA is annotated with a sequence of guarded
actions. For example, in Figure 3.3(a), the edge between q1 and q2 is annotated with
“[n != 1] j = 2” where an assignment command j = 2 is guarded with the conditional
expression n != 1. In the figure, we label this guarded action with “b”. As another
example, the self-edge of node q2 is annotated with a sequence of two guarded
actions, c and d, which indicates that c and d should be executed in sequence. As
in the case of c, a guarded action can have only a conditional expression φ, which
means that the NOP command is guarded with φ.

To perform verification/repair in the next phase, we build an aligned CFA AF

by aligning the nodes and edges of AR and AS . Figure 3.3(c) shows the aligned
CFA for our running example. Notation q1q

′
1 used in the entry node of Figure 3.3(c)

denotes that node q1 of AR and node q′
1 of AS are aligned with each other. The

other nodes of AF are interpreted similarly. Meanwhile, notation cd; c′d′ used in the
edge between q2q

′
2 and q2q

′
2 denotes that guarded-command-sequence cd of AR is

aligned with guarded-command-sequence c′d′ of AS . To align nodes and edges, we
use lightweight syntax-based approaches, as will be detailed in Section 3.4.1. Recall
that the existing approaches [41, 99] fail to handle our running example, due to their
same-CFG assumption. We relax this assumption by conducting node alignment and
edge alignment separately. In our running example, after aligning node q1 with q′

1

and q4 with q′
4, we conduct edge alignment for the edge between q1 and q4 (annotated

with guarded action a) by creating a fresh edge between q′
1 and q′

4 (annotated with
a′ in Figure 3.3(c)). Similarly, a new edge c′e′ is constructed between q′

2 and q′
4,

corresponding to the edge ce between q2 and q4, during the alignment stage since no
such edge exists in the student automata. Conversely, the edge c′h′ between q′

2 and
q′

3 of the student’s CFA is removed because no matching edge exists in the reference
automata. Our experimental results show that this simple extension alone reduces
the structural alignment mismatch rate by 13% (see Table 3.4).
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While in our example, only one aligned automaton can be constructed, there can
be multiple ways to align AR and AS when multiple edges exist between two aligned
nodes (Figure 3.5 shows an example). In such a case, we construct all possible aligned
CFAs, and in the next phase (verification/repair phase), each aligned automaton is
investigated to generate a minimal repair.

To conduct verification/repair, we also need to align variables used in AR and
AS . To align variables, we use a syntax-based approach similar to [99]. For each
edge of AF , we align variables whose usage patterns are similar to each other (see
Section 3.4.2). For example, Verifix infers the following variable alignment predicate
for the edge q1q

′
1 → q2q

′
2: {ret↔ ret′, n↔ n′, j ↔ i′} where ret is a special variable

holding the return value of the function under verification/repair.

3.2.2 Verification Phase

We perform verification for all aligned automata AF . If verification succeeds for
AF or its repaired variation, semantic equivalence between student and reference
programs is guaranteed (see Theorem 1). Verification is performed inductively for
individual edge, starting from the outgoing edges of the initial node of AF (a; a′ and
b; b′ for our Figure 3.3(c)). More specifically, we perform verification by checking
whether q ∼ q′ (i.e., q is bisimilar to q′) holds for each aligned nodes q and q′ of AF .

Consider the edge q1q
′
1

b;b′
−→ q2q

′
2. Given this edge, we should prove the following:

when q1 ∼ q′
1 is assumed, q2 ∼ q′

2 holds after executing b; b′. We achieve this by
checking

φ1
edge : ϕq1q′

1
∧ ψr ∧ ψ1

s ∧ ¬ϕq2q′
2

where ϕq1q′
1

and ϕq2q′
2

denote the variable alignment predicates at node q1q
′
1 and q2q

′
2,

respectively.

ϕq1q′
1
: (ret0 = ret′0) ∧ (n0 = n′

0) ∧ (j0 = i′0)
ϕq2q′

2
: (ret1 = ret′1) ∧ (n1 = n′

1) ∧ (j1 = i′1)

Meanwhile, ψr and ψ1
s denote the guarded actions of b and b′, respectively, in a

Single Static Assignment (SSA) form, where

ψr: (n0 ̸= 1 =⇒ j1 = 2) ∧ (¬(n0 ̸= 1) =⇒ j1 = j0)
ψ1
s : (True =⇒ i′1 = 1) ∧ (¬True =⇒ i′1 = i′0)
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Block Student Transition Repaired Transition
a′ ∅ [n′ == 1] ret′ = 0
b′ [True] i′ = 1 [n′! = 1] i′ = 2
c′ [i′ <= n′ − 1] [i′ <= n′ − 1]
d′ [n′%i′! = 0] i′ = i′ + 1 [n′%i′! = 0] i′ = i′ + 1
e′ ∅ [n′%i′ == 0] ret′ = 0
f ′ [i′ > n′ − 1] [i′ > n′ − 1]
g′ [True] ret′ = 1 [True] ret′ = 1
h′ [n′%i′ == 0] ∅

Table 3.2: Incorrect student blocks and their corresponding repairs generated
by Verifix, after multiple rounds of edge verification-repair of Figure 3.3 aligned
automaton. The blocks a′ and e′ are created in the automata, while the block
h′ is removed.

If φ1
edge is satisfiable, then q2 ∼ q′

2 does not hold, indicating verification failure. We
check the satisfiability of φ1

edge using an off-the-shelf SMT solver, Z3 [73].

3.2.3 Repair Phase

For our running example, the SMT solver Z3 finds that φ1
edge is satisfiable under

a certain assignment ϕ1
ce which is

ϕ1
ce : n0 = n′

0 = 1, j0 = i′0 = 0

where ϕ1
ce can be viewed as a counter-example to the edge verification. When ϕ1

ce

holds, variable j1 of the reference program has a value 0 (since ¬(n0 ≠ 1) =⇒
j1 = j0) by ψr), whereas variable i′1 of the student program (aligned with j1) has
a different value 1 (since True =⇒ i′1 = 1 by ψ1

s), violating ϕq2q′
2
. Using this

counter-example, we perform a repair based on counter-example-guided inductive
synthesis or CEGIS strategy [89] (see Section 3.5.2). Following CEGIS strategy, we
look for a repair of ψ1

s which rules out the counter-example ϕ1
ce. Verifix returns two

potential repair candidates.

ψ2
s : (False =⇒ i′1 = 1) ∧ (¬False =⇒ i′1 = i′0)

ψ3
s : (n′

0 ̸= 1 =⇒ i′1 = 1) ∧ (¬(n′
0 ̸= 1) =⇒ i′1 = i′0)

When ψ2
s (or ψ3

s) is substituted for ψ1
s in φ1

edge ∧ ϕ1
ce (notice that the original

formula φ1
edge is conjoined with ϕ1

ce), the modified formula is not satisfiable, indicating
that under the context of the counterexample (i.e., ϕ1

ce), ψ2
s (or ψ3

s) is a repair. Notice
how the original formula ψ1

s is repaired. In ψ2
s and ψ3

s , the original expression True
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is replaced with False and n′
0 ̸= 1, respectively. To obtain n′

0 ≠ 1, we use the
expression n0 ̸= 1 appearing in ψr, the guarded action for the reference program.
This copy mechanism that exploits the existence of a reference program is a de-facto
standard technique in recent works [41, 99].

So far, we only showed that ψ2
s (or ψ3

s) is a repair only in the context of ϕ1
ce. It is

not known yet whether ψ2
s (or ψ3

s) is a repair in a general context. To check this, we
retry edge verification for φ1

edge after replacing ψ1
s with ψ2

s (or ψ3
s) in φ1

edge. In our
example, verification attempt fails again for both ψ2

s and ψ3
s (that is, the repaired

φ1
edge is still satisfiable), and the following new counter-example ϕ2

ce is obtained.

ϕ2
ce : n0 = n′

0 = 2, i0 = i′0 = 0

By considering both ϕ1
ce and ϕ2

ce, Verifix returns a new repair candidate ψ4
s ,

ψ4
s : (n′

0 ̸= 1 =⇒ i′1 = 2) ∧ (¬(n′
0 ̸= 1) =⇒ i′1 = i′0)

As compared with ψ1
s , two sub-expressions of ψ1

s are repaired. As in ψ3
s , True is

replaced with n′
0 ̸= 1. Also, i′1 = 1 is replaced with i′1 = 2 based on j1 = 2 appearing

in ψr. This updated repair candidate ψ4
s rules out all counter-examples seen so

far, and no further satisfying assignments of φ1
edge are found. This completes the

verification and repair, thereby repairing the edge b′ in Figure 3.3(b). The remaining
edges are similarly verified/repaired, and Table 3.2 summarizes the buggy student
automata AS edges and their corresponding repairs generated by our repair tool
Verifix.

We note that Verifix generates a minimal repair for each aligned edge under
consideration. That is, a generated edge repair modifies the minimum number of
expressions required to repair the edge (see Theorem 4). To obtain a minimal edge
repair, we formulate a repair problem as a partial MaxSMT problem, as described
in Section 3.5.2. Essentially, Verifix tries to preserve as many original expressions
as possible, by assigning a higher weight penalty to the original expressions (hence,
replacing an original expression increases the cost of repair). While combining
minimal edge repairs does not necessarily lead to a globally minimal repair, our
experimental results suggest that our greedy approach works well in practice. Verifix
tends to generate smaller repairs than a state-of-the-art tool Clara (see Section 3.7.4).
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3.3 Program Model
Prior to explaining our alignment and verification-repair procedures, we introduce

the key structures used to model programs.

3.3.1 Abstract Syntax Tree (AST)

An Abstract Syntax Tree (AST) consists of a set of nodes representing the
abstract programming constructs. With the tree hierarchy, or edges, representing
the relative ordering between the appearance of these constructs. We extend the
standard AST with special labels for two node types: Func-Entry and Loop-Entry.
Each AST consists of a root node corresponding to a function definition, which is
labelled as a function-entry node. Similarly, every loop construct in the AST is
labelled as a loop-entry node.

The AST for motivating example shown in Figure 3.1 consists of two labelled
nodes: a Func-Entry node q1 which maps to the check_prime function definition
and a Loop-Entry node q2 which maps to the for-loop construct. We note that some
existing APR techniques for programming assignments, like ITSP [107] which uses
GenProg [58], operate on program ASTs directly.

3.3.2 Control Flow Graph (CFG)

Existing state-of-art APR techniques like Clara [41] and SarfGen [99] operate at
the level of CFG, whose nodes are basic blocks and edges denote control transfer.
We extend the standard CFG by introducing four types of special labelled nodes:
{Func-Entry, Loop-Entry, Func-Exit, and Loop-Exit}; denoting the program states
when control enters a function or a loop, and when control exits a function or a
loop, respectively. The Func-Entry and Loop-Entry CFG nodes correspond with
control entering AST nodes of the same type. The Func-Exit and Loop-Exit CFG
nodes correspond with the program state after control visits the last child of Func-
Entry and Loop-Entry AST node, respectively. These Func-Exit and Loop-Exit
program states can also be reached by altering the control-flow using return and
break statements, respectively.

Figures 3.2(a) and 3.2(b) depict the CFG of the reference and student program
in Figures 3.1(a) and 3.1(b), respectively. These CFGs contain four special nodes
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denoting Func-Entry (q1/q
′
1), Loop-Entry (q2/q

′
2), Loop-Exit (q3/q

′
3), and Func-Exit

(q4/q
′
4) program states.

3.3.3 Control Flow Automaton (CFA)

Our tool Verifix operates at the level of the control flow automaton (CFA), often
used by model-checking and verification communities [45]. The CFA is essentially
the CFG, with code statements labeling the edges of CFA, instead of code statements
labeling nodes as in CFG. The nodes of our CFA are annotated with the node types
mentioned earlier: Func-Entry, Loop-Entry, Func-Exit, and Loop-Exit. The edges
of our CFA are constructed by choosing all possible code transitions between the
program states in CFG. Depending on the reason for control-flow transition, these
edges can be of three types: normal, return or break. Figures 3.3(a) and 3.3(b)
depict the CFA modeled using the reference and student CFG in Figures 3.2(a)
and 3.2(b), respectively. We provide our precise definition of CFA in the following.

A Control Flow Automaton (CFA) is a tuple of the form ⟨V,E, v0, vt,Ω,Ψ, V ar⟩,
where:

• V : is a finite set of vertices (or nodes) of the automata, representing function
and loop entry/exit program states,

• E ⊆ V ×V , is a finite set of edges of the automata representing normal, break,
and return transitions between program states,

• v0 : is the initial node representing function entry state,

• vt : is the terminal node representing function exit state,

• Ω : {u↔ v | ∀u ∈ V, ∃v ∈ V }, for each function/loop entry node, maintains a
mapping to the corresponding exit node,

• Ψ is a mapping from edge e to ψe for all edges e, where ψe is the set of guarded
actions labeling e, and

• V ar is the set of variables used in ⋃
e ψe.

For edge e in the CFA, ψe is thus the code statements labeling e. How we build a
CFA is described in Section 3.4.
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(b) Example ASTL after deletion of unla-
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Figure 3.4: Example demonstrating Abstract Syntax Tree (AST) transforma-
tion to retain nodes labelled as function and loop entry.
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(a) Example AR and AS .
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cc'

ab'

(b) Example AF after alignment.

Figure 3.5: Example demonstrating edge alignment. Given node alignment
V : {q1q′

1, q2q′
2}, the edges are aligned based on type. The single break transitions

c and c′ are aligned with each other, while the multiple normal edges are aligned
combinatorially to produce two unique aligned automata.

3.4 Aligned Automata
Our methodology for repairing incorrect student programs relies on constructing

an aligned automaton AF from the given student automaton AS and the reference
automaton AR. The construction of the automaton AF consists of following steps:
(i) modeling the student and reference programs as Control Flow Automaton (CFA)
AS and AR, (ii) the structural alignment of AS and AR, and (iii) the inference of
the variable alignment predicates.

3.4.1 Structurally Aligning AS and AR
To construct an aligned automaton AF , we first conduct node alignment between

the nodes of AS and AR. This step is followed by aligning the transition edges
between AS and AR. A more detailed description is provided below.

Node Alignment Given two CFAs AS and AR, and their corresponding Abstract
Syntax Trees ASTS and ASTR for student and reference program, respectively, we
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construct node alignment V : VS ↔ VR as follows.

1. Delete all unlabelled nodes from ASTS and ASTR to obtain ASTLS and ASTLR ,
respectively. An ASTL consists of only Func-Entry and Loop-Entry labelled
nodes.

2. If the syntactic tree structures of ASTLS and ASTLR are identical with each
other, align each node of ASTLS with ASTLR and add to V . This step aligns
the Func-Entry and Loop-Entry nodes of AS and AR.

3. For each pair of entry nodes (either Func-Entry or Loop-Entry) that are aligned
with each other, their corresponding exit nodes (either Func-Exit or Loop-Exit)
are aligned with each other.

For constructing node alignment V , we first align the labelled nodes of student
and reference Abstract Syntax Tree (AST). The labelled AST nodes can be of two
types: Func-Entry and Loop-Entry. These labels are same as those in AS and AR,
but we take advantage of the tree structure in the AST. Figure 3.4 demonstrates
unlabelled AST node deletion in step-1 through an example, after which only the
Func-Entry and Loop-Entry labelled nodes are retained. For the reference program
(respectively student program) listed in Figure 3.1, the labelled ASTLR (resp. ASTLS )
consists of two nodes q1 → q2 (resp. q′

1 → q′
2). Since both the ASTL trees are

structurally the same, the node alignment V consists of {q1q
′
1, q2q

′
2} after step-2 of

node alignment, denoting the Func-Entry and the Loop-Entry aligned nodes.
The step-3 of node-alignment finally aligns the function and loop exit nodes.

Given the student and reference automata in Figure 3.3, q4, which is the Func-
Exit node corresponding to q1, is aligned with q′

4, which is the Func-Exit node
corresponding to q′

1. Similarly, the Loop-Exit nodes q3 and q′
3 are aligned, since their

corresponding Loop-Entry nodes q2 and q′
2 were aligned in step-2.

The node alignment constructed thus, if successful, will lead to a bijective
mapping from nodes of AS to nodes of AR. Node alignment fails if the two
programs have different different function/looping structure from each other. While
limited, our approach can handle more diverse programs than the state-of-the-art
approaches [41, 99] which require not only bijective mapping between nodes but
also bijective mapping between edges. In these approaches, q4 and q′

4 of Figure 3.3
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cannot be aligned with each other, since the edge q2 → q4 of AR does not have a
corresponding edge in AS .

Edge Alignment Given two CFAs AS and AR, and their corresponding node
alignment V : VS ↔ VR, we construct an aligned CFA AF by aligning the edges
of AS and AR. Suppose that uS ↔ uR (i.e., node uS in AS is aligned with uR in
AR) and vS ↔ vR. For each edge of type t ∈ {break, return, normal}, we treat the
following four cases differently.

1. AS has only one edge from uS to vS of type t, and AR has only one edge from
uR to vR of the same type t.

2. Only AR has an edge from uR to vR of type t, while AS has no edge from uS

to vS of type t.

3. Only AS has an edge from uS to vS of type t, while AR has no edge from uR

to vR of type t.

4. None of the above matches, and AS (or AR) has multiple edges from uS to vS
(or from uR to vR) of type t.

In the first case, we simply align the matching edges. For example, in Figure 3.3,
AR contains only one normal edge b between q1 and q2 and AS contains only one
normal edge b′ between q′

1 and q′
2. Hence, the aligned CFA AF has an edge b; b′ as

shown in Figure 3.3(c). An example of the second case is shown with the two nodes,
q1q

′
1 and q4q

′
4, of AF . While AR has one edge a between q1 and q4, AS has no edge

between q′
1 and q′

4. In this case, we insert an edge a; a′ to AF where a′ has an empty
guarded action. The third case is the opposite of the second one. In this case, we
remove the edge between uS and vS since there is no matching edge in the reference
automata.

Lastly, in the fourth case, there exist several possible edge alignments of the order
of

(
M
N

)
×N !, where M is the number of edges from uR → vR and N is the number

of edges from uS → vS. Figure 3.5 demonstrates this case through an example,
resulting in two possible edge alignments. The single break transitions c and c′ are
aligned with each other, while the remaining normal edges (i.e., a, b, a′ and b′) are
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aligned combinatorially to produce two unique aligned automata. When multiple
aligned automata can be constructed, we choose the edge alignment which maximizes
the number of verified-equivalent edges in the resultant aligned automaton AF . The
formal structure of aligned automaton is described in the following.

The automaton AF that results from aligning the automata AS and AR is a
tuple of the form ⟨V,E, v0, vt,Ω,Ψ, P red⟩, where:

• V : VS ↔ VR, is a finite set of one-to-one bijective mappings between the nodes
of the automata AS and AR,

• E ⊆ V × V , is a finite set of edges representing normal, break, and return
transitions between the aligned nodes,

• v0 : v0
S ↔ v0

R, where v0
S and v0

R are the initial function entry nodes of the
automata AS and AR respectively,

• vt : vtS ↔ vtR, where vtS and vtR are the final function exit nodes of the automata
AS and AR respectively

• Ω : {u↔ v | ∀u ∈ V, ∃v ∈ V }, for each function/loop entry node, maintains a
mapping to the corresponding exit node,

• Ψ is a mapping from edge e to ψe for all edges e, where ψe = ψs ∪ ψr, and
ψs, ψr are the set of guarded actions at the aligned edges es and er of the
automata AS and AR respectively, and

• Pred : V arS ↔ V arR, denoting variable alignment, is a bijective mapping
between variables of AS and AR.

3.4.2 Inferring Variable Alignment Predicates

To infer alignment predicates of AF , we use a syntactic approach based on
variable-usage patterns similar to that of SarfGen [99]. Our approach for computing
a mapping between two sets of variables proceeds as follows.

For each edge ei in AF we collect the usage set for each variable x/x′ in the
reference/student program, namely the sets usage(x, ei) and usage(x′, ei). If the
student automaton has fewer variables than reference automaton (|V arS| < |V arR|),
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then fresh variables are defined in V arS. The goal is to find a variable alignment, a
bijective mapping between V arR and V arS, which minimizes the average distance
between usage(x, ei) and usage(x′, ei) for each i ∈ [1, n], where n is the number of
edges in AF . This is done by constructing a distance matrixMei

for each edge ei of
size |V arR| × |V arS|, where

Mei
(x, x′) = ∆ (usage(x, ei), usage(x′, ei))

Using the matrices Me1 , . . . ,Men , we construct a global distance matrix Mg for
the entire set of edges in AF , where

Mg(x, x′) =
n∑
i=1

Mei
(x, x′)
n

We then choose to align the variable x in R to the variable x′ in S, denoted as
x ↔ x′, if the pair (x, x′) has the minimum average distance among all possible
variable y aligned with x′, that is among all variable alignment pairs (y, x′).

Mg(x, x
′) ≤ min(∀y∈V arR\x′ (Mg(x, y)))

3.5 Verification and Repair Algorithm
Once the aligned automaton AF is constructed, we can initiate the repair process

of the incorrect student program. Note that a repaired version of the incorrect student
program produced by our algorithm is guaranteed to be semantically equivalent to
the given structurally matched reference program. Our algorithm traverses the edges
of the automaton AF to perform edge verification which basically checks the semantic
equivalence between an edge of the student automaton and its corresponding edge
of the reference automaton.3 In case the edge verification fails, we perform edge
repair after which edge verification succeeds. While the existing approaches [41, 99]
also similarly perform repair for aligned statements/expressions, the correctness of
repair is not guaranteed unlike in our algorithm.

We combine the edge verification and repair into a single step by extending the
well-known SyGuS (syntax-guided synthesis) approach [8] which can be defined as
follows:

3Our implementation performs a breadth-first search, while our algorithm is not restricted to a
particular search strategy.
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Definition 1 (SyGuS). SyGuS consists of ⟨φ, T, S⟩ where φ represents a correctness
specification expressed assuming background theory T and S represents the space of
possible implementations (S is typically defined through a grammar). The goal of
SyGuS is to find out an implementation that satisfies φ.

While in principle SyGuS can be directly used to perform repair, we have an
additional non-functional requirement not considered in SyGuS—that is, we want
to preserve the student program as much as possible for pedagogical purposes.
To accommodate this additional requirement, we introduce our approach, SyGuR
(syntax-guided repair), formulated as follows:

Definition 2 (SyGuR). Syntax-guided Repair or SyGuR consists of ⟨φ, T, S, implo⟩
where the first three components are identical with those of SyGuS, and implo ∈ S
represents the original implementation that should be repaired. The goal of SyGuR
is to find out a repaired implementation implr ∈ S that satisfies φ. In addition,
differences between implo and implr should be minimal under a certain minimality
criterion.

We realize SyGuR in the context of automated feedback generation for student
programs. In this section, we present the two algorithmic steps we perform to
conduct SyGuR: edge verification and edge repair.

3.5.1 Edge Verification

In this section, we describe how we detect faulty expressions in the given incorrect
student program. Recall that the edges of the automaton AF are constructed by
aligning the edges of the student automaton AS with the edges of the reference
automaton AR. Recall also that the edges of AS can be faulty while the edges of
AR are considered always as non-faulty.

Each edge e : u ψs;ψr−→ v of AF between nodes u and v asserts the following
property:

{ϕu}ψs;ψr{ϕv} (3.1)

where ϕu and ϕv are the variable alignment predicates at the source node u and
target node v of the edge e respectively, and ψr and ψs represent a list of guarded
actions of the reference implementation and student implementation, respectively,
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expressed in a Single Static Assignment (SSA) form. For example, an original
guarded action, if(x > 1)x+, is converted into its SSA form, ((x1 > 1) =⇒ x2 =
x1 + 1) ∧ (¬(x1 > 1) =⇒ x2 = x1). Note that ψs and ψr do not interfere with each
other, since the variables used in ψs and ψr are disjoint from each other. Also note
that ψr and ψs do not contain a loop (that is, a single edge does not form a loop),
and thus an infinite loop does not occur in the edge.

Edge verification succeeds if and only if property (3.1) holds. In SyGuR, prop-
erty (3.1) expresses a correctness specification φe for edge e. To check property (3.1),
we use an SMT solver by checking the satisfiability of the following formula:

φe = ϕu ∧ ψs ∧ ψr ∧ ¬ϕv (3.2)

The satisfiability of φe indicates verification failure, or showing non-equivalence of
two implementations along edge e. Conversely, the unsatisfiability of φe indicates
verification success. Note that there always exists a model m that satisfies ϕu∧ψr∧ψs
(this is because ϕu is not false, and the SSA forms of ψr and ψs are defined over
disjoint variables), and verification succeeds only when for all such m, ¬ϕv does
not hold. Intuitively, verification succeeds if and only if it is impossible for the
post-condition ϕv to be false after executing ψr and ψs under the pre-condition ϕu.

As for background theories in the SMT solver, we use: LIA (linear integer
arithmetic) for integer expressions, the theory of strings for modeling input/output
stream, theory of uninterpreted functions to deal with user-defined function calls
such as check_prime, and LRA (linear real arithmetic) to approximate floating-point
expressions.

3.5.2 Edge repair

Once φe is found to be satisfiable for an edge e (which indicates that the
edge verification fails), our goal is to repair edge e by modifying the student
implementation encoded in ψs. Algorithm 1 shows our edge repair algorithm based
on the CEGIS (counter-example-guided inductive synthesis) strategy [89]. In step 1,
edge verification is attempted, and verification failure results in a counter-example
ϕce that witnesses verification failure. In the remaining part of the algorithm,
we modify ψs to ψ′

s in a way that {ϕce}ψ′
s;ψr{ϕv} holds. If {ϕu}ψ′

s;ψr{ϕv} also
happens to hold, edge repair is deemed as completed. Otherwise, an SMT solver
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generates a new counter-example ϕ′
ce, and our algorithm searches for ψ′′

s satisfying
both {ϕce}ψ′′

s ;ψr{ϕv} and {ϕ′
ce}ψ′′

s ;ψr{ϕv}. This process is repeated until either
edge repair is successfully done or it fails. Edge repair can fail either because the
search space is exhausted or timeout occurs.

Let us first consider the case where ψs and ψr have the same number of guarded
actions and all guarded actions have the same number of assignments. To ensure
this requirement is met, we call function Extend (see line 20 of Algorithm 1 ) which
will be described later. Under the current assumption that ψs and ψr have the same
number of guarded actions, Extend(ψs, ψr) returns ψs, and thus, its return value
ψ+
s equals ψs.

To repair guarded actions ψ+
s , we replace each of the conditional expressions

and the update expressions (RHS expressions) with a unique placeholder variable h.
This makes an effect of making holes in ψ+

s , and filling in a hole for repair amounts
to equating h with a repair expression. Function RepairSketch of the algorithm
performs this task of making holes in ψ+

s and returns ψf defined as ψ+
s [e(i) 7→ h(i)].

In this definition, notation 7→ denotes a substitution operator defined over all
expressions e(i) appearing in ψ+

s and their corresponding placeholder variables h(i).
In the following, we use “hole” to refer to a placeholder variable.

In SyGuR (see Definition 2), the expression space of the holes is defined by
implementation space S. Previous state-of-the-art works [41, 99] use the expressions
of the reference program for repair (generated repairs are not verified in these works
unlike in our approach), and we similarly define the implementation space of each
hole as follows:

Definition 3 (Implementation space of a hole). Let Cs (Cr) and Us (Ur) be
respectively the set of conditional and update expressions of ψ+

s (ψr). Recall that
ψ+
s (ψr) represents guarded actions of the student (reference) program. When a

conditional expression ec is replaced by a hole hc, the implementation space of hc
is defined as Cs | C

′
r | true | false, where C

′
r represents the set of conditional

expressions appearing in ψr with all variables of Cr replaced with their aligned
variables of the student program (see Section 3.4.2 for variable alignment). Similarly,
given an assignment x = hu where hu represents a hole for an update expression
eu, the implementation space of hu is defined as Us | U

′
r | x, where U ′

r represents
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the set of update expressions of ψr with all variables of Ur replaced with their
aligned variables of the student program. The inclusion of an lhs variable x in the
implementation space is to allow assignment deletion—replacing x = eu with x = x

simulates assignment deletion.

The repair synthesis process for some faulty expression on the edge es relies on
four factors: the discovered counter-examples, the set of suspicious expressions in
ψ+
s , the set of reference expressions in ψr, and the inferred alignment predicates.

These factors collectively determine the set of expressions on the edge er that can
be exploited to repair the buggy expressions on es.

Recall that given a list of counter-examples CE, we search for a repair ψ′
s that

satisfies ∀ϕce ∈ CE : {ϕce}ψ′
s;ψr{ϕv}. When searching for a repair, we preserve

the expressions of the student program as much as possible for pedagogical reasons.
We achieve this by conducting a search for a repair using a pMaxSMT (Partial
MaxSMT) solver. Note that an input to a pMaxSMT solver consists of (1) hard
constraints which must be satisfied and (2) soft constraints all of which may not
be satisfied. Whenever a soft constraint C is not satisfied, cost is increased by
the weight associated with C, and a pMaxSMT solver searches for a model that
minimizes the overall cost. We pass the following formula to a pMaxSMT solver
where hard constraints are underlined.

∀ϕce ∈ CE : (ϕce ∧ ψr ∧ ψf ∧ ϕv∧∧
(h(i),e(i),SJh(i)K)∈holes(ψf )

(h(i) = e(i) ∧ h(i) ∈ SJh(i)K\{e(i)})) (3.3)

where function holes(ψf ) returns a set of (h(i), e(i), SJh(i)K) in which h(i) represents
the placeholder variable appearing in ψf (recall that ψf is prepared by making holes
in ψs), e(i) denotes the original expression of h(i) extracted from student program,
and SJh(i)K represents the implementation space of h(i). Our soft constraints encode
the property that each of the original expressions can be either preserved or replaced
with an alternative expression in the implementation space. To preserve as many
original expressions as possible, we assign a higher weight to h(i) = e(i) than
h(i) ∈ SJh(i)K\{e(i)}.

The Extend function. Previously, we consider only the cases where ψs and
ψr have the same number of guarded actions and all guarded actions have the
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same number of assignments. To ensure this requirement, we invoke the Extend
function which performs the following. First, if ψs has a smaller number of guarded
actions than ψr, then ψ+

s (the return value of Extend) should contain additional
guarded actions, each of which uses the following template: [False] =⇒ x = x,
where x is constrained to be the variables of the student program. Notice that
these additional guards are initially deactivated to preserve the original semantics of
the student program, but they can be activated whenever necessary during repair,
since False is replaced with a hole by RepairSktech. After this step, Extend finds
the guarded action of ψr that has the maximum number of assignments. Given
this maximum number M , we check whether all guarded actions of ψs (including
additional guarded actions with the False guard) also have M assignments. Any
guarded action that has a smaller number of assignments than M is appended with
additional assignments, x = x where x is constrained to be the variables of the
student program. This process makes sure that for each guarded action, the student
program can have as many assignments as the reference program.

3.5.3 Properties preserved by Verifix

Once all the edges of the aligned automaton AF are repaired and verified, it is
straightforward to produce a repaired student automaton A′

S by copying repaired
expressions from the automaton AF to the automaton AS. In this section, we
discuss several interesting properties of our repair algorithm, namely soundness,
completeness, and minimality of generated repairs.

Theorem 1 (Soundness). For all program inputs, A′
S and AR return the same

program output.

Proof. Recall that for each repaired/verified edge u ψs;ψr−→ v of a repaired automaton
A′
F , {ϕu}ψs;ψr{ϕv} holds. By structural induction on the edges of AF , the post-

condition of A′
F ’s final node holds true, and hence out = out′ holds for the outputs

aligned between AS and AR. Note that for introductory programming assignments,
output is clearly known (such as the return value of the program), and we enforce
the post-condition of A′

F ’s final node to contain out = out′.

Our edge repair algorithm (Algorithm 1) always returns a repaired edge as long
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as the underlying MaxSMT/pMaxSMT solver used in the algorithm is complete
(that is, UNKNOWN is not returned). This can be stated as follows, using the
concept of relative completeness [25]:

Theorem 2 (Relative completeness of edge repair). The completeness of
Algorithm 1 is relative to the completeness of the MaxSMT/pMaxSMT solver.

Proof. Whenever edge verification fails, Algorithm 1 performs repair in step 4 of the
algorithm. In case a repair exists in the repair space, Algorithm 1 reaches line 36,
and a pMaxSMT solver is fed with formula (3.3) to find out a repair. Thus, if the
MaxSMT/pMaxSMT solver is complete, a repair is always generated.

Meanwhile, the overall repair algorithm of Verifix is not complete. If AF is failed
to be constructed, the repair process cannot be started. Theorem 3 identifies the
conditions under which Verifix succeeds to generate a repair. In Theorem 3, we use
the following definition of alignment consistency:

Definition 4 (Alignment Consistency). For each edge e of AF {ϕu}ψs;ψr{ϕv},
modify ψs into the ψ′

s as follows: ψ′
s ≡ ψr[x(i)

r 7→ x(i)
s ] where x(i)

r denotes all reference-
program variables appearing in ψr and x(i)

s denotes student-program variables aligned
with x(i)

r . Repeat this for all edges of AF . Then, we say that AF is alignment
consistent when {ϕu}ψ′

s;ψr{ϕv} for all modified edges.

AF is alignment consistent only when the variable alignment predicates are such
that a given student program can be verifiably repaired by edge-to-edge copy of the
reference program (patch minimality is not considered).

Theorem 3 (Relative completeness). Our repair algorithm succeeds to generate
a repair, under the following assumptions:

1. AF is constructed,

2. AF is alignment-consistent, and

3. The MaxSMT/pMaxSMT solver used for repair/verification is complete.

Proof. Assume the three assumptions are met. Since Verifix traverses all edges of
AF one by one without backtracking, it suffices to show that each edge is repaired
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by Algorithm 1 which at a high level consists of the following two parts: verification
(step 1 of the algorithm) and repair (step 2, 3, and 4).

First, consider the verification part. Verification is performed via a MaxSMT
solver which returns either (a) UNSAT (line 11) or (b) SAT (line 15) for φiedge (see
line 10). Note that the UNKNOWN case is excluded by the third assumption. In
case (a), edge verification is done. In case (b), the algorithm moves to the repair
part which we now consider.

In the repair part, a pMaxSMT solver is invoked at line 31 and 36 of Algorithm 1
and returns either (i) UNSAT or (ii) SAT. The UNKNOWN case is excluded by the
third assumption. Case (i) happens only when the second assumption is violated
(that is, a repair is not in the implementation space), and we exclude this case from
consideration. In case (ii), repair candidates are obtained (line 35), and verification
is re-attempted to see if one of the obtained candidates ψ′

s satisfies {ϕu}ψ′
s;ψr{ϕv}.

The repetition between repair and verification is guaranteed to terminate, since the
implementation space is finite. This concludes the proof.

Lastly, we consider the minimality of repair. In Verifix, use of MaxSMT guaran-
tees the minimality of edge repair.

Theorem 4 (Minimality of edge repair). Suppose that our algorithm repairs edge
e : u→ v of AF by changing F ⊆ Cs ∪ Us (Cs and Us are defined in Definition 3).
There does not exist F ′ s.t. |F ′| < |F | and the pre-/post-conditions of e are satisfied
by replacing the expressions of F ′ with the expressions in Cr ∪ Ur.

Proof. Recall that we pass formula (3.3) to a pMaxSMT solver. In the formula, the
number placeholder variables h(i) defines the maximum size of edge repair, and a
minimal edge repair is obtained when the minimum number of placeholder variables
h(i) are equated with expressions different from their original expression e(i), which
happens when expression h(i) = e(i) in formula (3.3) is ignored by the pMaxSMT
solver. Since a pMaxSMT solver ignores the minimum number of h(i) = e(i), the
stated theorem holds.

Theorem 4 does not necessarily guarantee the global minimality of a generated re-
pair. In the following theorem, we identify the conditions that should be additionally
satisfied to guarantee global minimality.
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Theorem 5 (Global minimality). A repaired program generated by our algorithm
is minimal if the following conditions hold:

1. Node alignment made in AF is optimal in the sense that there is no alternative
node alignment (other than the one generated by Verifix) that can lead to a
smaller repair.

2. The variable alignment predicates of AF are optimal in the sense that there is
no alternative variable alignment that can lead to a smaller repair.

Proof. Once node alignment and invariants of AF are fixed, repairing a student
program amounts to repairing each edge of AF for which edge verification fails.
Since each edge is repaired minimally (Theorem 4), the stated theorem holds.

Verifix currently does not guarantee the global minimality of repair. Node
alignment and variable alignment made by Verifix are not necessarily optimal.
Instead of considering all possible alignments, we use a heuristics-based approach
for the sake of efficiency. Nonetheless, our experimental results show that Verifix
tends to find smaller repairs than Clara. Note that the existing approaches designed
to generate minimal repairs [99, 41] also do not consider node/edge alignment in the
calculation of the minimality of a repair. Instead, a minimal repair is searched for
only after node/edge alignment is made. In fact, unlike those existing approaches
that do not consider alignment at all, we consider edge alignment by enumerating
all possible edge alignments between aligned nodes.

3.6 Experimental Setup

3.6.1 Research Questions

We address the following research questions in this chapter.

1. RQ1: How does Verifix perform in terms of the repair success rate, as compared
to state-of-the-art approaches? While Verifix generates verifiably correct repair,
is the repairability comparable to the existing approaches?
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2. RQ2: How does Verifix perform in terms of running time? Given that Verifix
uses heavy-weight SMT techniques to conduct verification, slowdown in running
time as compared to non-verification approaches is expected. How severely is
the time performance affected?

3. RQ3: What are the reasons for repair failure in Verifix? The answers to this
question can be used to identify where to improve in the future work.

4. RQ4: Does Verifix generate small sized repair? In a pedagogical setting, small
repairs are usually desired. While Verifix generates a minimal edge repair,
it does not guarantee to generate a globally minimal repair. What is the
practical consequence of this greedy approach?

5. RQ5: What is the effect of test-suite quality on repair when a test-based
approach is used? We ask this question to compare the existing test-based
approaches with Verifix which does not require a test.

6. RQ6: How is the repair success rate of Verifix affected by the number of
reference solutions? We ask this question to assess the performance of Verifix
when multiple reference implementations are available.

3.6.2 Dataset

Evaluation of a programming assignment feedback tool requires a dataset of
incorrect student assignments. For our dataset, we chose a publicly released dataset
curated by ITSP 4 [107] for evaluating feasibility of APR techniques on introductory
programming assignments. This benchmark consists of incorrect programming
assignment submissions by 400+ first year undergraduate students crediting a CS-1:
Introduction to C Programming course at a large public university. Other datasets
used in previous work are either not publicly available [41, 99, 53] or use different
programming languages than C [47].

We take students’ incorrect attempts from four basic weekly programming labs
in ITSP benchmark, where each lab consists of several programming assignments
that cover different programming topics. For example, the lab in week 3 (Lab-3 in

4https://github.com/jyi/ITSP#dataset-student-programs
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Table 3.3) consists of four programming assignments which teach students about
floating-point expressions, printf, and scanf. Table 3.3 lists the four programming
labs partitioned by different programming topics. Students had, on average, a
time limit of one hour duration for completing each individual assignment. Our
implementation currently does not support all programming language constructs such
as pointers, multi-dimensional arrays, and struct, which are necessary to support the
remaining labs in the ITSP benchmark. Note that support for more programming
language constructs is orthogonal to our verified-repair generation algorithm. As
more programming language constructs are supported, our repair algorithm can be
used without modification to repair more diverse programs, these are left as future
work.

We use 341 compilable incorrect students’ submissions from 28 various unique
programming assignments as our subject. In addition to the incorrect student
submissions, each programming assignment in the ITSP benchmark contains a single
reference implementation and a set of test cases designed by the course instructor.
Both Verifix and baseline Clara [41] have access to the reference implementation
and test cases to repair the incorrect student programs.

Baseline comparison We compare our tool Verifix’s performance against the
publicly released state-of-art repair tool Clara 5 [41] on the common dataset of 341
incorrect student assignments. A timeout of 5 minutes per incorrect student program
was set for both Verifix and Clara to generate repair. We do not directly compare
our results against CoderAssist [53] tool since it does not work with our dataset
(CoderAssist targets dynamic programming assignments), while Refactory [47]
implementation targets Python programming assignments. About SarfGen, we
could not obtain access to the tool from its authors due to a copyright issue (SarfGen
is commercialized). We instead address these comparisons in our related work
Section 7. Our tool Verifix 6 is publicly released to aid further research.

Our experiments were carried out on a machine with Intel® Xeon® E5-2660 v4 @
2.00 GHz processor and 64 GB of RAM.

5https://github.com/iradicek/clara
6https://github.com/zhiyufan/Verifix
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Lab-ID Topics # Assign- # Prog- Repair (%) Avg. Time (sec)
ments rams Clara Verifix Clara Verifix

Lab-3 Floating point, printf, scanf 4 63 54.0% 92.1% 2.0 39.7
Lab-4 Conditionals, Simple Loops 8 117 71.8% 74.4% 32.9 34.2
Lab-5 Nested Loops, Procedures 8 82 22.0% 45.1% 10.2 12.5
Lab-6 Integer Arrays 8 79 12.7% 21.5% 14.2 8.1
Overall - 28 341 42.8% 58.4% 21.3 29.5

Table 3.3: Lab-wise repair success rate (shown in the Repair column) of our
tool Verifix and Clara [41]. Time column represents the average runtime in
seconds for all successfully repaired programs. The number of assignments in
each lab is shown in the #Assignments column, and the number of incorrect
student submissions in each lab is shown in the #Programs column.

3.6.3 Implementation

Verifix supports repairing compilable incorrect C programs, given a reference
C program and optional test cases. Verifix implementation is composed of three
components: (1) Setup, (2) Verification, and (3) Repair generation.

For the setup phase, we build on top of Clara 5 [41] parser to convert incorrect
and reference C programs into a Control-Flow Graph (CFG) representation. We
then convert the obtained CFGs into its dual Control-Flow Automata (CFA), and
align the reference CFA with incorrect CFA.

In the verification phase, the reference and student program labels on each
aligned edge are converted into a Single Static Assignment (SSA) format using our
custom Verification Condition Generator (VCGen) implementation. We make use of
Z3 [73] SMT solver to verify if the aligned edges are equivalent.

In the repair phase, we encode each repair candidate using Boolean selectors.
Z3 pMaxSMT solver is used to select the repair with minimal cost. The final
repaired CFA/CFG internal representation is converted back into a program using
a custom concretization module (reverse VCGen). After which, we make use of
Zhang-Shasha 7 tree-edit distance algorithm [112] to compute the patch size between
incorrect student program and the repaired student program.

7https://github.com/timtadh/zhang-shasha
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3.7 Evaluation

3.7.1 RQ1: Repair success rate

Table 3.3 compares the repair success rate of our tool Verifix against the state-
of-art tool Clara [41] on the common dataset of student submissions. Given a single
reference implementation per assignment, Verifix achieves an overall repair success
rate of 58.4% on the 348 incorrect programs across 28 unique assignments. In
comparison, the baseline tool Clara achieves a lower overall repair success rate of
42.8% on the same assignments, a difference of more than 15%. Note that the repairs
generated by Verifix are verifiably equivalent to the reference implementation, in
addition to passing all the instructor provided test cases. That is, Verifix generates
a verifiably correct feedback for 58.4% of student submissions in diverse assignments,
which is not possible using existing test-based approaches.

The improvement in repair success rate of Verifix over Clara is partly due to the
more flexible structural alignment of Verifix than that of Clara. Recall that Verifix
uses a more relaxed structural alignment, as compared to the stricter structural
alignment used by existing state-of-the-art approaches including Clara, as described
in Section 3.4.1. Verifix requires the reference and incorrect Control-Flow Automata
(CFA) to have the same number of program states or nodes, denoting functions and
loops. While Clara additionally requires the reference and incorrect CFA to have the
same number of edges, denoting return/break/continue transitions. In Section 3.7.3,
we investigate the common reasons for repair failure.

3.7.2 RQ2: Running time

The time column of Table 3.3 shows the average running time of Verifix and
Clara, in seconds. Verifix on average takes 29.5s to successfully repair an incorrect
program, as compared to 21.3s on average by Clara. The running time of Verifix
is particularly high in Lab-3 (39.7s) and Lab-4 (34.2s), whereas in Lab-6, Verifix
runs significantly faster than Clara (8.1s vs 14.2s). The high running time of Verifix
in Lab-3 and Lab-4 seems due to the fact that Lab-3 and Lab-4 programming
assignments involve non-linear arithmetic expressions. For example, one of the Lab-4
assignments is on computing the distance between two co-ordinate points, which
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Lab-ID # Prog- Repair (%) Struct. Mismatch (%) Timeout (%) Unsupported (%) SMT issues (%)
rams Clara Verifix Clara Verifix Clara Verifix Clara Verifix Clara Verifix

Lab-3 63 54.0% 92.1% 0.0% 0.0% 42.9% 0% 3.2% 3.1% 0% 4.8%
Lab-4 117 71.8% 74.4% 7.7% 7.7% 19.6% 10.3% 0.9% 0.9% 0% 6.8%
Lab-5 82 22.0% 45.1% 75.6% 35.4% 1.2% 11.0% 1.2% 1.2% 0% 7.3%
Lab-6 79 12.7% 21.5% 83.5% 69.6% 2.5% 0% 1.3% 1.3% 0% 7.6%
Overall 341 42.8% 58.4% 40.2% 27.2% 15.5% 6.2% 1.5% 1.5% 0% 6.7%

Table 3.4: The distribution of the four reasons for repair failure, i.e., structural
mismatch (4th column), timeout (5th column), unsupported language con-
structs (6th column), and SMT issues (7th column). The first three columns
are copied from Table 3.3.

involves square-root computation. Note that SMT solvers generally run slow when
non-linear arithmetic expressions are used in the input formula. There has been
an effort to handle non-linear arithmetic more efficiently [32], and Verifix can be
benefited from the improvement of the SMT techniques.

We also note that while Clara runs faster than Verifix across the labs except
for in Lab-6, its repair success rate is always lower than that of Verifix across all
labs. For example, in Lab-3, Clara’s average running time is only 2.0s, but its
repair success rate is only 54.0%, which is 38.1% lower than that of Verifix (92.1%).
Overall, while Verifix, which uses heavy-weight SMT techniques, tends to require
more running time than Clara, the overall results are nuanced by the other facts
such as repair success rate and correctness guarantee.

3.7.3 RQ3: Reasons for repair failure

Table 3.4 shows the distribution of the repair failure reasons for Verifix and
Clara. Structural Mismatch (shown in the 4th column) is the primary reason for
repair failure of Verifix and Clara, accounting for 27.2% and 40.2% of all the 341
incorrect student programs, respectively. Recall that a single reference solution is
used for each assignment in the labs. For simpler programs such as those in Lab-3
and Lab-4, both tools achieve low structural mismatch rate. That is, almost all the
incorrect student programs can be structurally aligned with the reference program.
As the complexity of the programs increases (in our dataset, as the lab ID increases,
the students submissions tend to be more complex), the structural mismatch rate
tends to increase in both tools. However, the rate increases more gently in Verifix
than in Clara. For example, in Lab-5, while the structural mismatch rate of Clara
drastically increases to 75.6%, Verifix maintains a much lower mismatch rate of
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35.4%. This difference in structural match rate results in a overall higher repair
success rate in Verifix as compared to Clara. For example, 45.1% of Verifix vs 22.0%
of Clara for Lab-5. The high structural mismatch rates in Lab-6 are related to the
following: many incorrect students’ programs use function calls, but the reference
programs often do not have functions with matching function signatures.

The second biggest failure reason is Timeout (5 minutes), accounting for 6.2%
and 15.5% of the dataset for Verifix and Clara, respectively. In Verifix, most of
the running time is spent on SMT and pMaxSMT solving by Z3 solver during
verification and repair stage, respectively. In 1.5% of student programs, repair failure
occurs since our current implementation does not support all programming language
constructs used in our datasets. For example, both Verifix and Clara currently do
not support the GOTO statement. Lastly, in 6.7% of the incorrect programs, Verifix
fails to generate a repair due to the incompleteness of SMT solving. Common cases
of this kind are when the SMT solver returns UNKNOWN result, instead of SAT or
UNSAT, during the verification or repair phase.

3.7.4 RQ4: Minimal repair

To investigate this research question, we compare the sizes of repairs gener-
ated from Verifix and our baseline state-of-art tool Clara [41]. Since the size of
the student programs vary significantly, we normalize patch size with the size
of original incorrect program to obtain Relative Patch Size (RPS), given by:
RPS = Dist(ASTs, ASTf )/Size(ASTs). Where, ASTs and ASTf represents the
Abstract Syntax Tree (AST) of incorrect student program and fixed/repaired pro-
gram generated by tool, the Dist function computes a tree-edit-distance between
these ASTs, and the Size function computes the #nodes in the AST.

In our benchmark of 341 incorrect programs, Verifix can successfully repair
199 student programs, Clara can successfully repair 146 programs, while Verifix
and Clara both can successfully repair 132 common programs. Out of these 132
commonly repaired programs, Verifix generates a patch with smaller RPS in 67 of
the cases, Clara generates a patch with smaller RPS in 47 of the cases, and both
tools generate a patch of the exact same relative patch size in 18 cases. Note that in
the case of Clara, a smaller repair does not necessarily imply better quality repair
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Figure 3.6: Kernel Density Estimate (KDE) plot of Relative Patch Size (RPS)
by Verifix and Clara on 132 common successful repairs.

1 void main(){
2 int n1, n2, i ;
3 scanf ("%d %d" , &n1, &n2) ;
4 if(n2 <= 2) // Repair #1: Delete spurious print
5 printf("%d ", n2); // Ver i f ix ✓ , Clara ✗
6 for ( i=n1; i<=n2; i++){
7 i f (check_prime( i )==0) // Repair #2: Delete ==0
8 pr intf ("%d " , i ) ; // Ver i f ix ✓ , Clara ✓
9 }

10 }
Figure 3.7: Example from a Lab-5 Prime Number assignment. The main
function contains two errors, both of which are fixed by Verifix, while Clara’s
repair overfits given test-suite by ignoring first error.

since these repairs can overfit the test cases (see Section 3.7.5).
Figure 3.6 plots the Kernel Density Estimate (KDE) of Relative Patch Size (RPS)

for these 132 common programs that both Verifix and Clara can successfully repair,
in order to visualize the RPS distribution for these large number of data points.
KDE is an estimated Probability Density Function (PDF) of a random variable,
often used as a continuous smooth curve replacement for a discrete histogram. From
the Figure 3.6 plot we observe that the density of patch-sizes (y-axis) produced by
Verifix is greater than that of Clara when RPS < 0.8 (x-axis). On the other hand,
the density of patch-sizes generated by Clara is greater than that of Verifix when
RPS ≥ 0.8. That is, a large proportion of repairs generated by Verifix have a small
relative patch-size, since the density concentration of repairs is towards lower RPS
(x-axis). In comparison, a significantly larger proportion of Clara’s repairs have
RPS ≥ 0.8, as compared to Verifix.
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Figure 3.8: Repair accuracy of Clara and Verifix on various test case samplings.

3.7.5 RQ5: Overfitting

Majority of the programming assignment repair tools [107, 41, 99, 47] generate
repairs that satisfy a given test suite (incomplete specification). Verifix is distin-
guished from these existing test based approaches in that it generates a verifiably
correct repair. Figure 3.7 demonstrates an example from a Lab-5 Prime Number
assignment, where Clara’s [41] repair overfits the test cases. With the help of a
reference implementation, Verifix is able to detect a new counter-example where the
student program deviates from correct behavior, when input stream is "1 2" (n1 = 1,
n2 = 2). Given this new unseen test case, the repair suggested by Clara results in
an incorrect output "2 2 ", while the repair suggested by Verifix results in the correct
behaviour producing output "2 ".

In order to measure the degree of overfitting repairs generated by each tool, we
compare the impact of test case quality on repair accuracy. This is done by running
Clara and Verifix on our common benchmark of 341 incorrect programs under four
different settings, where a percentage of test cases were hidden from tool during
repair generation. For each of the 28 unique assignments, with 6 instructor designed
test cases on average, we randomly sampled X% as "visible" test cases. Once the
repair was successfully generated by a tool on the limited visible test case sample,
we re-evaluated the repaired program on all test cases, including hidden ones. We
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carried out this experiment under four different settings, with a random sampling
rate of 25%, 50%, 75%, and 100% of the available test cases. This entire experiment
was repeated 5 times, where we randomly sampled test cases each time, and we
report on the distribution of repair accuracy achieved by each tool.

Figure 3.8 displays the result of our overfitting experiment, with the X-axis
representing the visible test case sampling %, and Y-axis representing the repair
accuracy % obtained by APR tool on the entire test-suite (visible and hidden test
cases). Each box plot displays the distribution of repair accuracy per test case
sampling, by showing the minimum, maximum, upper-quartile, lower-quartile and
median values. The median value of each box-plot is shown as text above the
box-plot.

From Figure 3.8 we observe that Verifix’s repair accuracy is constant. That
is, Verifix’s repair does not change based on the percentage of visible test cases
provided, since it does not use the available test cases for repair generation or
evaluation/verification. On the other hand, Clara’s repair accuracy varies from a
median value of 42.8% (when all test cases are made visible) to a median value
of 32.3% (when only 25% of test cases are made available to Clara). In other
words, Clara overfits on 42.8 − 32.3 = 10.5% of our benchmark of 341 incorrect
programs, when 25% of test cases are randomly chosen. Similarly, overfitting of
42.8 − 41.3 = 1.5% is observed when visible test case sampling rate is 75%, or 5
visible test cases (⌈75%× 6⌉ = 5) on average. In other words, when even a single
test case on average is hidden from Clara, its generated repair can overfit the test
cases.

Moreover, the choice of test case sampling has a large effect on Clara’s repair
accuracy, as evident from the variation in box-plot distribution. In the case of 25%
visible test case sampling, Clara’s repair accuracy ranges from a minimum value of
29.9 to maximum of 32.8; depending on which two test cases (⌈25%× 6⌉ = 2) were
made available.

Hence, APR tools such as Clara [41] which rely on availability of good quality
test cases for their repair generation and evaluation can suffer from overfitting. Even
when the instructor misses out on a single important test case coverage during
assignment design. Thereby generating incomplete feedback to students struggling
with their incorrect programs. Verifix on the other hand does not suffer from
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Figure 3.9: Repair success rates and structural mismatch rates across different
sampling rates of multiple reference solutions. The X and Y axes represent
the sampling rate of the reference solutions and the observed repair success
rate, respectively.

overfitting limitation, due to its sole reliance on reference implementation for repair
generation and evaluation/verification.

3.7.6 RQ6: Repair success rate with multiple reference
implementations

In the previous sections, we conducted experiments with a single reference
implementation for each assignment. Several previous works, including Clara [41]
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and SarfGen [99], assume the prevalence of multiple reference solutions to help
alleviate structural matching issues. In this section, we compare the repair success
rate of both Verifix and our baseline tool Clara [41], on being provided access to
multiple reference solutions. As additional reference implementations, we use 341
student submissions in the ITSP dataset [107] that pass all test-cases. While passing
all tests does not guarantee the correctness of a program, previous works [41, 99]
used similar approaches.

To evaluate the change in repair success rate on providing access to multiple
reference implementations, we run Verifix and Clara with diverse sampling rates
of 0%, 25%, 50%, 75%, and 100%; for each sampling rate of N%, we randomly
sample N% of all available reference implementations, in addition to the instructor-
provided reference program. For example, 0% sampling rate indicates only the
instructor provided reference solution was used (single-reference program). While
100% indicates that all reference programs were made available for the repair tool,
in addition to the instructor provided reference program. To prevent a student’s
incorrect program P being repaired by his/her own final submission P ′ that passes
all test-cases, we exclude P ′ from the sampled set of multi-reference programs (if it
exists) when P is being repaired. We run our baseline tool Clara [41] in its default
mode for multi-reference programs; its clustering algorithm is first executed on the
set of sampled reference implementations, followed by running its repair algorithm
on each incorrect program using the obtained clusters.

The results of multi-reference experiments are shown in Figure 3.9. Figure 3.9(a)
shows how repair success rate changes as more reference programs are used, while
Figure 3.9(b) shows how structural mismatch rate changes. A student submission S
is considered structurally mismatched with a sampled group of reference programs
G when no program in G structurally matches S. From Figure 3.9(a) we observe
that the repair success rate increases for both Verifix and Clara, as more reference
implementations are made available for repair. From Figure 3.9(b) we note that
this is primarily due to a reduction in structural alignment mismatch between the
set of multiple reference implementations (with more diverse program structures)
and the given incorrect program.8 We note that similar observations have been

8Repair failures may also occur due to reasons other than structural mismatch, as discussed in
Section 3.7.3.
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made regarding the effect of multi reference programs on repair success rate in prior
work [47].

From Figure 3.9(a) we observe that Verifix achieves a higher success rate over
Clara across all sampling rates. The gap between the repair rate of both tools
reduces as more reference programs are provided, indicating that Clara’s repair
success rate could eventually match that of Verifix’s on being provided a large
number of reference solutions. From Figure 3.9(b) we observe that Verifix maintains
a lower structural mismatch rate over Clara across all sampling rates. When all
reference solutions are used, structural mismatch rate of Verifix and Clara drops
down to 18.5% and 26.7%, respectively. This result demonstrates the benefit of
using Verifix’s CFA (Control-Flow-Automata) based structural alignment algorithm
over Clara’s CFG (Control-Flow-Graph) based alignment algorithm, even in the
case of multi-reference solutions.

3.8 User Study
In order to evaluate the usefulness of the repair generated by Verifix, we conducted

a user study of tutors of introductory programming courses. Note that students
have expressed positive feedback about using feedback generation systems such as
Clara [41] and SarfGen [99]. Verifix uses the same copy mechanism for repair as
these tools (i.e., parts of a reference implementation are copied) and can generate
the same style of feedback. The main difference between Verifix and the existing
tools lies in that Verifix generates verifiably correct repairs. We believe that tutors
can better appreciate the quality of repairs than novice students, and our user
study sheds helpful light on understanding its pedagogical value. A user study with
students is left as future work.

3.8.1 User Study Questionnaire

In this user-study, we explored the practical value of Verifix in aiding tutors in
the task of grading and providing feedback on incorrect student submissions. This
was explored using the following questions:

1. Rate the quality of the generated repair (in terms of semantic correctness, size,
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etc).

2. Rate the possibility that you would like to use the repair (either complete or
partial) as feedback to the student.

3. Rate the possibility that you would like to use the repair indirectly: to help
formulate your own custom feedback to student.

4. Rate the possibility that these repairs can help you in grading?

5. Will examples of student incorrect submissions and repairs like these help you
in improving the grading policy?

6. If the repair is known to be verifiably (provably) correct, does it give you more
confidence in using it?

3.8.2 User Study Setup

To answer the above questions, we circulated a Google-Form survey among
the tutors of introductory programming courses at NUS (National University of
Singapore) and UNIST (Ulsan National Institute of Science and Technology). After
which, 14 tutors in total volunteered for this survey and completed their responses.
For this survey, we randomly selected 10 incorrect student submissions from our
benchmark of 341 programs, on which Verifix could successfully generate a repair.
For each incorrect student program, the tutors were shown the assignment title,
assignment description, a sample testcase, and the differences between a student-
written buggy program and its repair generated by Verifix. All the volunteered
tutors were shown the same 10 incorrect student submissions in the same order.

The tutors were asked three questions (questions 1–3 listed in Section 3.8.1) for
each buggy student submission, followed by three questions (questions 4–6 listed in
Section 3.8.1) as an overall summary at the end of the user study. The tutors were
asked to provide their ratings on a numeric scale from 1 (very low) to 5 (very high)
for each question.
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Figure 3.10: Boxplot of the responses–with the scales from 1 (very low)
to 5 (very high)–collected from 14 tutors. Red line represents the median
value and green triangle represents the mean value. The whiskers denote the
minimum/maximum value, and the rectangle denotes the first/third quartile.

3.8.3 User Study Results

The overall result of the 14 tutor responses is summarized using boxplots in
Figure 3.10. From Figure 3.10 we note that the tutors responded with an overall
positive rating for all six of our questionnaire (Q1–Q6), with a mean/median value
of >= 3.8 in all the cases. We observe that the tutors rate the quality of Verifix
generated repairs (Q1) highly, with a mean/median rating of ~4.0. Our tool’s
verification capability improved the tutors’ confidence in accepting our generated
repairs, with a mean/median rating of ~4.4. The tutors, on average, found Verifix’s
repair useful for providing feedback to students, both directly (Q2) and indirectly
(Q3), giving a mean/median rating between 3.5–4.0. While a larger variation is
observed in the case of direct usage of repair as feedback (Q2), this discrepancy
reduces for indirect usage of repair as feedback (Q3), where tutors can quickly design
customized feedback using the generated repair. The tutors agreed on the utility
of Verifix’s repair in grading (Q4) and in improving grading policy (Q5), giving a
mean/median rating between 4–4.5.

3.9 Threats to Validity
Our aligned automata setup phase consists of a syntactic procedure to obtain a

unique edge and variable alignment between the reference and student automata.
Producing an incorrect alignment does not affect our soundness or relative complete-
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ness guarantees, but can increase the size of a generated patch. This however occurs
rarely in practice, as demonstrated by our RQ4 (Section 3.7.4).

The arithmetic theory of SMT solvers is incomplete for non-linear expressions,
which can affect our relative completeness. However, this issue affects 6.7% of our
dataset of incorrect student programs in practice, as demonstrated by our results in
Table 3.4.

Evaluating repair tools using multiple correct student submissions, instead of
restricting to a single instructor reference solution, could help improve the repair
success rate. We mitigate this risk by noting that such an evaluation has been
undertaken earlier [99, 47], and would benefit both Verifix and our baseline tool
Clara in terms of reduced structural mismatch rate. Furthermore, we cannot always
assume the availability of a large number of reference solutions, in general.

3.10 Discussion
In this chapter, we have presented an approach and tool Verifix, for providing

verified repair as feedback to students undertaking introductory programming as-
signments. The verified repair is generated via relational analysis of the student
program and a reference program. Verifix is able to achieve better repair success
rate than existing approaches on our common benchmark. The repairs produced by
Verifix are of better quality than state-of-art techniques like Clara [41], since they
are often smaller in size, while being verifiably equivalent to the instructor provided
reference implementation.

We feel that technologies like Verifix have a place in intelligent tutoring systems
of the future. Specifically, they may be used to give feedback to struggling students
learning programming. Since Verifix generates verifiably correct repairs, it can
used first for generating feedback. If Verifix is able to generate a feedback, it can
used with confidence. For the cases where Verifix is unable to generate a feedback,
other heuristic based student feedback generation approaches may then be used.
We envision such a workflow for future intelligent tutoring systems for teaching
programming.
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Algorithm 1 Edge verification-repair
Input: Aligned edge
Output: Verified/Repaired edge
1: Let ϕu ≡ edge.sourceNode.invariants
2: Let ϕv ≡ edge.targetNode.invariants
3: Let ψr ≡ edge.label.reference
4: Let ψs ≡ edge.label.student
5: CEs← [] // List of counter-examples
6: candidates← [ψs]
7: repeat
8: // Step 1: attempt for edge verification
9: for each ψis in candidates do

10: Let φiedge ≡ ¬(ϕu ∧ ψr ∧ ψis =⇒ ϕv)
11: if ̸|= φiedge then // UNSAT
12: edge.label.student← ψis // Update edge
13: return ✓ // Verifiably correct
14: else
15: ϕice |= φiedge // SAT
16: CEs← CEs · ϕice
17: end if
18: end for
19: // Step 2: make holes in ψs
20: Let ψ+

s ≡ Extend(ψs, ψr)
21: Let ψf ≡ RepairSketch(ψ+

s )
22: // Step 3: define implementation space
23: φhard ← []; φsoft ← []
24: for each ϕice in CEs do
25: φhard ← φhard · (ϕice ∧ ψr ∧ ψf ∧ ϕv)
26: end for
27: for each hole, expr, weight in RepairSpace(ψf , ψr, ψs) do
28: φsoft ← φsoft · (hole = expr, weight)
29: end for
30: // Step 4: search for a repair
31: if ̸|= (φhard, φsoft) then // UNSAT or UNKNOWN
32: return ✗ // Repair Failure
33: else
34: // Update candidates using a pMaxSMT solver
35: // There can be multiple candidates
36: candidates |= (φhard, φsoft)
37: end if
38: until timeout
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CHAPTER 4. CONCEPT-BASED AUTOMATED GRADING

Chapter 4

Concept-based Automated Grading

4.1 Introduction
There has been a growing interest in computer science education in recent years.

Several education initiatives (e.g., Coursera, EdX, and Udacity) provide online
courses that are taken by thousands of students all around the world. These online
courses are known as Massive Open Online Courses (MOOC), which include many
computer science courses that use programming assignments for assessing students’
learning outcomes. With the increasing number of student enrollments, the number
of submitted programming assignments also grows extensively throughout the year.
This motivates the need for an automated grading system that can save the time
and effort spent in grading these assignments. In this chapter, we study the problem
of automated grading of introductory programming assignments, which is common
in first-year programming courses. There exist certain inherent difficulties in grading
introductory programming assignments written by a novice programmer. Part of
the difficulty comes from the fact that these programming attempts are significantly
incorrect, often barely passing any tests [107]. Yet manual inspection of the code
can reveal some degree of understanding of the problem by the student which should
ideally be taken into account. Overall, the test-based automated grading may be too
harsh for introductory programming assignments. In the K-12 computing education
domain, promising results have been shown by using rubrics for grading assignments
written in a visual programming environment to evaluate whether assignments
produced by students demonstrate that they have learned certain algorithms and
programming concepts [9]. Although grading based on rubrics provides a reliable
way of assessing students’ learning, the current rubric-based grading approach in
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most universities still relies either on manual grading or semi-automated grading [5],
which may be too labor intensive for the instructors and tutors.

Existing approaches in automated programming assignment grading [63, 99, 41,
97] have several limitations. These approaches either (1) generate a patch for the
incorrect student’s submission as feedback or (2) produce binary (Correct/Incorrect)
results via test-based grading, (3) only compare syntactic differences between in-
structors’ reference solution and student solution (CFG-based grading). Although
feedback in the form of patches can be useful for experienced developers or graders,
prior studies show that novice students may not know how to effectively utilize
the generated patches as hints, causing the increase of problem-solving time when
patches are given [107]. Meanwhile, despite the widespread adoption of test-based
grading approaches for online judges, the binary results provided by the test-based
grading approaches may be too coarse-grained and may underestimate students’ ef-
fort. CFG-based grading approach cannot distinguish the syntactically different but
semantic equivalent implementation, which gives inaccurate results if the student’s
solution is syntactically different from instructors’ reference solution. In education
literature, convergent formative assessment (this kind of assessment “determines if
the learners knew, understood or could do a predetermined thing”) has been shown
to enhance student learning by evaluating if a student knows a concept [78, 14]. In
contrast to formative assessment, current test-based grading approaches may be
more suitable for summative assessment (aims to evaluate student learning) instead
of improving learning.

In this chapter, we present ConceptGrader, a novel automated grading ap-
proach that evaluates the correctness of students’ conceptual understanding in their
programming assignments to support convergent formative assessment.

Our key insight is that introductory programming courses usually teach only
a few concepts, and these concepts map well to the topics taught in the course
syllabi. To support convergent formative assessment, we introduce concept graph, a
form of abstracted control-flow graph (CFG) where we (1) select some important
(those that correspond to topics covered in the introductory programming course
syllabi) nodes and edges of a CFG, and (2) translate the selected nodes/edges into
natural-language like expressions (e.g., “insert i to newlist” in Figure 4.1 denotes
the statement “newlist.append(i)”). ConceptGrader also introduces the idea of
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1 def remove_extras(lst):
2 newlist = []
3 for i in lst:
4 if i not in newlist:
5 newlist.append(i)
6
7
8 return newlist

(a) A reference program

1 def remove_extras(lst):
2 new_lst = [lst[0]]
3 for i in lst:
4 if i in new_lst:
5 continue
6 else:
7 new_lst += [i]
8 return new_lst

(b) An incorrect student program
Test Inputs Expected Outputs Actual Outputs
[1, 1, 1, 2, 3] [1, 2, 3] [1, 2] ✗

[1, 5, 1, 1, 3, 2] [1, 5, 3, 2] [1, 5] ✗

[] [] IndexError ✗

[3, 4, 5, 1, 3]) [3, 4, 5, 1] [3, 4] ✗

(c) Test cases and actual output of incorrect student program

Figure 4.1: Examples from the Duplicate Elimination assignment

automated folding/unfolding of concept nodes for a more abstract level matching of
concept graphs. The proposed concept graph can be used for automated grading
by calculating a score based on the differences between the concept graph for the
reference solution and that for the incorrect solution. Such abstraction allows us to
evaluate students’ efforts from their comprehension to programming concepts.

Overall, our contributions can be summarized as follows:
• We propose concept graph, an abstracted CFG that highlights programming

concepts in submissions of introductory programming assignments. The concept
graph contains expressions translated into natural language to enhance readability,
and make it more suitable as hints to provide feedback to students. To allow
more abstract matching of programs, we introduce concept node folding where
we temporarily hide complex expressions in concept nodes for a fuzzy concept
matching, and unfold (unhide) the expressions for precise concept matching
whenever we detect a likely programming mistake within the folded concept
node. Moreover, it can be used for automated grading to provide more accurate
scores (with scores close to those given by manual grading) for introductory
programming assignments.

• We present and implement ConceptGrader, a new automated grading approach
that uses the differences between the student concept graph and reference concept
graph to generate a score for a given incorrect student submission. The implemen-
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tation is publicly available at https://github.com/zhiyufan/conceptgrader.

• We evaluate the effectiveness of ConceptGrader on 1540 student submissions
from a publicly available dataset [47]. Our experiments show that compared to
baselines (i.e. test-based approach and CFG-based approach), ConceptGrader
performs better in terms of cosine similarity, root means squared error (RMSE),
and mean absolute error (MAE) score.

• We also conduct a user study to assess the usefulness of the feedback produced by
ConceptGrader. Our user study shows that ConceptGrader outperforms existing
approaches by providing more useful feedback.

4.2 Overview
We give an overview of our concept-based automated grading approach by

presenting a Python programming assignment for removing repeated elements in a
list (Duplicate Elimination). Figure 4.1 shows the reference solution provided by
the instructor, an incorrect solution submitted by a student, and a set of (input,
output) pairs used to verify the correctness of each submission.

In the example in Figure 4.1, the student made two mistakes. First, instead of
initializing an empty list, the student assumed that the input lst is not empty and
initialized the new list with the given value at line 2. This incorrect assumption
causes the third test case in Figure 4.1(c) to fail. Second, the student has an incorrect
indentation of the return statement at line 8, which causes early termination of the
program at the end of the second iteration and fails the other three test cases. As
all test cases fail, a test-based grading approach will give the student a zero score
for the submission. Compared to the tutor’s manual inspection which gives 80%
scores, the test-based grading approach underestimates the student’s effort.

We now describe how we address the problem of inaccurate grading with a
concept-based approach.

Concept Graph Abstraction Given the reference and incorrect student program
in Figure 4.1, we construct the control flow graph (CFG) for each program. For
each CFG, we follow concept abstraction rules described in Section 4.3 to extract
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newlist = []
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Func Entry
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Func Entry

declare new_lst

check containment  
relation of i and new_lst

iterate i  
through lst
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iterate i  
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newlist

CFG of reference program in Fig 1(a) CFG of incorrect program in Fig 1(b)
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check containment  

relation of i and newlist

(a) CFGs versus concept graphs (CGs) of the reference program and incorrect program
listed in Fig 4.1.

(b) Score and feedback given by the three approaches for the incorrect solution in
Fig 4.1.

Approach Score Feedback
Test-based 0/100 The solution passes 0/4 test cases
CFG-based 20/100 The solution makes mistakes in “new_lst =[lst[0]]”, “i in new_lst”, new_lst += [i]”
Concept-based 87/100 The solution makes mistakes in “declare new_lst” and “return new_lst”

Figure 4.2: Examples from the Duplicate Elimination assignment

the programming concept represented by each basic block. Figure 4.2 shows the
CFG and concept graph of the student program. The student program first declares
a new list in block 1, we abstract it as declare new_lst. Then in block 2, the student
uses a for-loop to iterate through elements in the input list lst in block 2, we use a
concept iterate i through lst to show his/her understanding. In block 3, the reference
program and student program use reverse conditions to check whether i exists in
the previously declared new_lst. Although the operator is different and the exit
edges point to the reverse direction, the two if-conditions represent the common
idea of checking for an element in a list (represented by containment relation of
i and new_list). At a high level, block 4 aims to insert an element into a list.
One can perform the insertion in many ways, including invoke built-in functions
such as append, extend, and insert with different arguments, or directly use the list
concatenation operator “+” to insert elements to end of a list. The student program
in Figure 4.1 concatenates new_lst with i, while we abstract the statement as insert
i into new_list. We construct the reference concept graph using a similar strategy.
Compared to the student solution that uses list concatenation with augmented
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assignment “+=” at line 7, the reference program invokes the append method at
line 5.

Concept Graph Matching and Grading Before matching student concept
graph and reference concept graph, we build a bijective variable naming relation
of the two programs to avoid mismatch caused by different variable names (e.g.,
{newlist : new_lst, i : i, lst : lst}) using dynamic execution approach proposed
in [47, 2, 99]. Given reference concept graph CGref and student concept graph
CGstu, ConceptGrader searches for their common subgraphs. We first find a mapping
for concept nodes in CGref and CGstu if they represent the same concept. In the
motivating example, the concept node matching result is {1→ 1, 2→ 2, 3→ 3, 4→
4, 5 → 5}. If there exists an edge eref = (ni, nj) in CGref , and estu = (nk, nl) in
CGstu, where ni matches nk and nj matches nl, we consider eref and estu as common
edges. We derive all common edges in CGref and CGstu, and construct common
subgraphs.

The bottom subfigure in Figure 4.2 shows the common subgraphs of the reference
program and the incorrect student program. To improve the accuracy of auto-
grading based on concept graph matching, we employ an auto-folding and unfolding
mechanism of concept graph to detect the differences between the reference program
and the incorrect student program. As seen in Figure 4.2, although the student
implements the declaration concept correctly, the way of new_lst initialization in
concept node 1 is incorrect. Refer to Section 4.4.2 where we describe how we penalize
this mistake via automated concept unfolding.

The concept node 5 in Figure 4.2 is disconnected from the common concept
subgraph because the reference concept graph does not contain any edge from node
4 to node 5. The difference between the two concept graphs (the top subfigure in
Figure 4.2) in the corresponding edges of concept node 5 helps ConceptGrader to
identify the mistake at line 8 of Figure 4.1(b). Considering the mismatched edges of
concept node 5 and the incorrect initialization of concept node 1 (we consider this
as a partially matched node), ConceptGrader assigns 45 points for the matching
concept nodes (4.5 nodes are matched out of 5 concept nodes in total), and 42 points
for the matching concept edge (5 edges are matched out of 6 concept edges in total),
leading to a total score of 87. Compared to the CFG-based approach where only

58



the CFG nodes 2 and 5 are matched, ConceptGrader’s score is more accurate.

4.3 Programming Concept Abstraction

Programming topics and mini-Python. Our main insight to model the input
Python programs is that although different institutions and online learning platforms
offer a great variety of CS-1 introductory programming courses [76, 28, 95, 29], the
programming topics taught in these courses are often the same. Specifically, the com-
mon topics covered in these courses include Expressions (e.g., arithmetic expressions),
Variables, Simple statement (e.g., assignment), Conditional (if -statement), Loops
(for-statement and while-statement), Functions, Lists, and Tuples. Our goal is to
design a concise representation of a Python program that models these programming
topics. Our design is mainly based on: (1) the official Python 3 Abstract Syntax
Grammar [33] that serves as a basis for our syntax rules, and (2) the key CS-1
programming topics that should be included in our concise representation. We select
syntactic elements from the reference grammar that are also included in the common
topics (i.e., we exclude advanced syntactic features such as lambda, yield, async and
await expressions). Figure 4.3 shows the syntax for our Mini-Python grammar that
supports programming topics studied in introductory Python courses. The grammar
includes basic AST node types: Expression, Operators, and Statement. Each node
type consists of multiple programming concepts.

Abstraction rules. Based on the mini-Python grammar in Figure 4.3, we derive a
set of abstraction rules to translate the syntactic elements in the grammar. Table 4.1
shows our set of abstraction rules.

We follow two design principles for designing abstraction rules:

Human readable: We translate each syntactic element to natural language to gen-
erate human-readable feedback that can be used for explaining incorrect programming
concepts. Figure 4.2(b) shows an example feedback generated by ConceptGrader.

Mitigating the program aliasing problem: We mitigate the program aliasing
problem (i.e., semantically equivalent programs having several syntactically different
forms [114]) by mapping several semantically equivalent syntactic elements to the
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Table 4.1: Human-Readable Abstraction Rules
Rule CategorySub-categoryExample

Expression

BoolOp x and y → logical relation of x and y
BinOp x+ y → arithmetic relation of x and y
UnaryOp not x→ not x

Compare
x == y → equivalence relation of x and y
x > y → relational relation of x and y
x in y → containment relation of x and y

Call len(i)→ call of len
x.append(i)→ insert i to x

Subscript x[2]→ element of x
Slice x[1 : 3]→ subrange of x

Simple
Statement

Assign

x = y → declare x
x = []→ reset x
x = x+ 2→ add x with constant
x = y + z → update x
x = x+ [i]→ insert i to x

AugAssign x+ = 2→ add x with constant
x+ = [i]→ insert i to x

Return return expr→ return abstract(expr)

Control
Statement

If if expr→ check abstract(expr)
For for i in lst → iterate i through lst
While while x < y→ iterate compare relation

same translation. For example, we translate x = x+ [i] and x+ = [i] into “insert i
to x”. Mitigating the program aliasing problem helps in increasing the accuracy in
matching two semantically equivalent concept nodes.

Expression e :: = e boolop e | e op e | uop e | e cop e
| e (e, ..., e) | const | id
| {e : e, ..., e : e} | {e, ..., e} | [e, ..., e] | (e, ..., e)
| e[e] | e : e : e

Statement s :: = e | s; s | e = e | e op = e

| for e in e : s | while e : s | if e : else : s
| continue | break | return e

BoolOp boolop :: = and | or
BinaryOp op :: = + | - | * | / | % | **
UnaryOp uop :: = ~ | not | UAdd | USub

CompareOp cop :: = == | != | < | <= | > | >=
| is | is not | in | not in

Figure 4.3: Syntax of mini-Python based on the abstract Python grammar [33]
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Concept graph construction. We first define the notion of a concept graph
for a program. The nodes of the concept graph are called concept nodes which are
defined as follows:

Definition 5 (Concept Node). A concept node cn=(c1, c2, . . . , ci) in a program p is
a set of programming concepts, where each concept node cn is abstracted from a basic
block b = (s1, s2, . . . , sj) in control-flow graph of p that ∀c ∈ cn,∃s ∈ b(c ≡ f(s)),
where f is one of the abstraction rules in Table 4.1.

Definition 6 (Concept Edge). A concept edge ce=(cn1, cn2) in a program p is
a transfer of control flow from a concept node cn1 to cn2. Each concept edge ce is
abstracted from the corresponding edge e in the control-flow graph of p. Specifically,
our abstraction preserves the control flow transitions of e but removes the true/false
label from the conditional edges of e.

Definition 7 (Concept Graph). Let CG(p) = (N,E) be the concept graph of
p, CG(p) is an abstracted graph of CFG(p), where each node n ∈ N represents
a concept node, and each concept edge e = (ni, nj) ∈ E corresponds to a possible
transfer of control from concept ni to concept nj.

Given a control-flow graph CFG of program p, we construct a concept graph
CG of p by following Algorithm 2. For each edge e = (bsrc, btgt) ∈ CFG, we abstract
the source and target basic blocks separately, and re-construct a concept edge
ce = (csrc, ctgt). Given a basic block b as input, the abstract(b) procedure produces
the concept node for b by traversing the AST of each statement to convert each
statement to a programming concept. Starting from the parent node of each leaf
node, ConceptGrader uses the corresponding abstraction rules from Table 4.1 (line
19 in Algorithm 2) for all non-leaf nodes via a bottom-up traversal until the AST
node is the root node or it has been previously abstracted.

Abstracting concept edges For each edge e = (bsrc, btgt) ∈ CFG, we abstract
the source and target basic blocks separately, and re-construct a concept edge
ce = (csrc, ctgt). In a traditional control flow graph, the edges are usually annotated
with a label representing the conditional branches (e.g., “True” and “False” in the
CFGs in Figure 4.2). In contrast, in a concept graph CG, we abstract away the
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true/false label but we still keep the actual predicates in a control flow edge e if
the source node of e includes a conditional statement. This abstraction is based on
our observation that students often implement conditional statements in various
syntactically different but semantically equivalent ways.

Concept node folding Automated source code folding is a technique that au-
tomatically creates a code summary by hiding unimportant code elements in a
program that are not useful and helps developers to get an overview idea of the
program on first viewing. It has shown promising results in the context of source
code summarization to optimize the similarity between the code summary and the
source code [34]. Inspired by the idea of source code folding in code summarization,
we introduce the idea of concept node folding where we temporarily ignore part of
the complex expressions in a concept node. The folded concept nodes are unfolded
until an automated repair engine detects that patches exist for the folded nodes
when matching reference and student concept graphs (refer to Section 4.4.2 for the
details). Given the AST of the expressions in a statement, we define concept depth
as the number of times that abstraction rules are applied such that the AST tree
depth is compressed to 1. Given a CG(p), we say a concept node to be foldable if the
concept node it represents has concept node depth>2. Specifically, ConceptGrader
hides the content of a node if it is foldable (lines 20–21 in Algorithm 2). By hiding
the content of a concept node with complex expressions, our approach is essentially
excluding parts of a complex expression during concept graph matching. In this case,
concept folding helps us to abstract away the irrelevant differences (i.e., different but
correct implementation) between the reference program and the student program.
The folded concept node will be unfolded only when our approach detects that a
difference in the reference program and student program is related to a fix in the
corresponding concept node in the student program (the fix is generated by an
automated program repair engine [47]).

4.4 Graph Matching and Grading
Given concept graphs of reference solution and student solution CGref and CGstu,

we perform graph matching to assess how the intention of a student solution matches
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Algorithm 2 Concept Graph Construction
Input: Control-flow graph of program p CFG
Output: Concept graph of program p CG
1: procedure ConstructConceptGraph(CFG)
2: Let CG be the concept graph
3: for basic blocks (bsrc, btgt) in CFG.edges() do
4: csrc = abstract(bsrc)
5: ctgt = abstract(btgt)
6: CG.addEdge(csrc, ctgt)
7: end for
8: return CG
9: end procedure

10: procedure abstract(b)
11: Let cn be a concept node, visited be a list of abstracted AST nodes
12: for stmt in basic block b do
13: for l in getLeafASTNodes(stmt) do

▷ abstract non-leaf node
14: pnode = getParent(l)
15: c = abstractNode(pnode, visited)
16: visited.add(pnode)
17: cn.addConcept(c)
18: end for
19: end for
20: return cn
21: end procedure
22: procedure abstractNode(n, visited)
23: Let c be a programming concept
24: c = abstractRules(n) ▷ abstract using rules in Table 4.1
25: if foldable(c) then
26: c = fold(c) ▷ fold by hiding the content of node
27: end if
28: if isRootNode(n) or n ∈ visited then
29: return c
30: end if
31: return abstractNode(getParent(n),visited)
32: end procedure

the reference solution at the concept level. Finding the maximum common subgraphs
between two graphs is a NP-complete problem [18]. However, students’ programs in
CS-1 education context are often small. We find common subgraphs by iterating
all common edges and then connect edges together via connected components to
get all subgraphs. The graph matching algorithm consists of two phases. First, we
construct a set of subgraphs to represent the common concepts of CGref and CGstu

based on their common concept nodes and edges. Second, we introduce the idea
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Algorithm 3 Concept Graph Matching
Input: Reference concept graph Gr, Student concept graph Gs, Variable mapping of

reference program and student program vM
Output: The matched subgraphs subgraphs
1: procedure GraphMatching(Gr, Gs, vM)
▷ dict of matched concept nodes and list of edges

2: nodeDict, edges = {}, []
3: for ns in Gs.nodes() do
4: nr = findNodeInGraph(Gr, ns, vM)

▷ update dictionary for newly matched nodes
5: if nr /∈ nodeDict.val() then
6: nodeDict[ns] = nr
7: end if
8: end for
9: for (ns, nr) in nodeDict do

10: Ns, Nr = listOfNeighbors(ns), listOfNeighbors(nr)
11: N

′ = findMatchedNodes(Ns, Nr, nodeDict)
12: edges.addEdges(ns, N

′)
13: end for
14: subgraphs = merge(edges)
15: return subgraphs
16: end procedure

of an automated concept unfolding approach to distinguish the minor difference
between two matched concept nodes to improve match accuracy further.

4.4.1 Concept Graph Matching

The goal of concept graph matching phase is to find an initial concept-matching
relation of reference and student solution at a high level. For each concept node
in the student concept graph, we find a concept node from the reference concept
graph that (1) represents the same programming concepts category and (2) involves
mapped variables of the student concept node in the abstraction.

Then, ConceptGrader identifies the neighbor nodes Ns and Nr for matched
concept node pairs (ns : nr) in nodeDict and finds matched nodes of Ns and Nr by
checking nodes n′

s ∈ Ns, whether nodeDict[n′
s] == n

′
r and n

′
r ∈ Nr. For all nodes

n
′
s ∈ Ns that satisfy the condition, we consider e = (ns, n

′
s) as a matched edge

and add it into list of matched edges edges (lines 7–10 in Algorithm 3). For each
pair of edges (i.e., e1=(src1, dst1) and e2=(src2, dst2)) in edges, ConceptGrader
then merges e1 and e2 into a subgraph if src1 == dst2 or dst1 == src2 (line 11
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in Algorithm 3). Note that standalone concept nodes (e.g., concept node 5 in
Figure 4.2) and edges might exist, which eventually lead to a set of subgraphs.

4.4.2 Automated Concept Unfolding

As mentioned in Algorithm 2, we construct the concept graph at a high level
of abstraction and fold concept nodes to avoid exposing details, which allows more
flexible matching. However, when we match the student concept graph with the
reference concept graph, we may need to unfold certain concept nodes on-the-fly
during the matching. This is because for the concept nodes in student program
which contain mistakes, the folding process may mask those mistakes by showing
only high-level concept.

In the example of Figure 4.2, the reference and incorrect student programs have
the same programming concept declare newlist in folded student concept node cns1,
but the specific values assigned to the two newlist variables are different. In this
case, the folded concept node fails to capture the differences in terms of the declared
values, so ConceptGrader assigns an overestimated score to the student program.

To assess student programs more precisely, the details of concept nodes with
mistakes need to be explored by unfolding. We leverage program repair engine to
get patches for each incorrect student program. Our intuition is that if a patch of
the incorrect student program exists within a folded concept node cn, then this
indicates that cn contains a programming mistake that needs to be fixed, but the
mistake was hidden because of folding.

When a program repair engine detects a patch exists for a student concept node,
the unfolding mechanism is triggered to expand the previously folded content of
both the student concept node and the matching reference concept node. Then,
ConceptGrader deducts scores by performing detailed matching of each mistake
made in the student concept node.

Consider the example in Figure 4.1 where the program repair engine generates a
patch new_lst = [lst[0]]→ new_lst = [] for the concept node declare new_list. As a
patch exists within the concept node of the incorrect student program, ConceptGrader
unfolds the concept node of incorrect program into {“declare new_list”, “element of
lst”}, while the corresponding concept node of the reference program still remains
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unchanged. Consider another example with incorrect control-flow transition in our
motivating example (Line 8 in Figure 4.1(b)). Unfolding is not triggered in this
example because the patch is meant for fixing a concept edge, and our approach
in Algorithm 3 is able to detect this discrepancy by producing a separate concept
subgraph with only one concept node ("return newlist" in Figure 4.2).

4.4.3 Concept Based Grading

Our goal is to compute score for each matching graph Gmatched between the
student concept graph Gs and the reference concept graph Gr, so as to compute
the total score for the student program. We calculate the score of a matching
graph Gmatched by comparing the concept node similarity and concept edge similarity
between Gs and Gr. Algorithm 4 shows the overall grading workflow. ConceptGrader
first constructs concept graphs Gs for student program Ps and Gr for reference
program Pr, then it matches Gs and Gr with the help of a variable mapping relation of
Ps and Pr to get the list of matched subgraphs matchedList by following Section 4.4.1
(Lines 2–5). runAPR invokes program repair engines to generate patches for the
incorrect student program, which involves automated concept unfolding as described
in Section 4.4.2.

For each Gmatched in matchedList, we traverse all concept node cn and extract
the folded concept node pair (cns, cnr) representing student concept node cns and
reference concept node cnr. Then, ConceptGrader unfolds cns, cnr to get detailed
content if the automated program repair engine has produced patches for the
corresponding cns (Lines 13–15). By comparing all concepts in cns and cnr, we
collect a list of concepts matchC that exist both in cns and cnr, and totalC that
represents a list of all concepts in cnr (Line 16).

Specifically, the score of a matching graph Gmatched consists of two parts: (1)
average concept node similarity and (2) average concept edge similarity. Given
Gmatched, we define average concept node similarity of Gmatched as the average number
of matching concept nodes in the reference concept graph Gr, calculated using the
equation below:

conceptNodeSim(Gmatched) = 1
nodeSize(Gr)

n∑
i=1

matchC(cni)
totalC(cni)

where n denotes the number of matching concept nodes in Gmatched, matchC repre-
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sents concepts that exist in student concept node cns and reference concept node
cnr, totalC denotes all concepts in cnr, and nodeSize(Gr) denotes the number of
nodes in Gr.

We define average concept edge similarity of Gmatched as the number of matching
concept edge in the reference concept graph Gr, calculated using the equation below:

conceptEdgeSim(Gmatched) = edgeSize(Gmatched)
edgeSize(Gr)

where edgeSize(G) returns the number of edges in a graph G (e.g., edgeSize(Gmatched)
denotes the number of edges in Gmatched).

Finally, we compute the final score of the student program Ps as the sum of scores
for all matched concept subgraphs Gmatched in between Gr and Gs. The equation is
shown below:

score(Ps) = α

2 ×
m∑
i=1

(conceptNodeSim(Gi) + conceptEdgeSim(Gi))

In this equation, α represents the total score of the programming problem (usually
determined by the instructor), m is the number of graphs in the list of matched
subgraphs matchedList and Gi is a matched concept subgraph in matchedList.

Feedback generation. ConceptGrader generates feedback by pointing out (1)
missing concepts, and (2) problematic concepts (“...makes mistakes...” in Figure 4.2).
Specifically, ConceptGrader identifies missing concepts by checking if (1) the concept
nodes exist in reference concept graph, but (2) a matching node cannot be found
in student concept graph. ConceptGrader considers the matched student concept
nodes as problematic concepts if (1) concept nodes exist in reference concept graph
and have matching concept nodes in student concept graph, but the unfolding
mechanism indicates that a programming mistake exists, or the transfer relations of
the matched concept nodes are different (e.g., concept node 5 in Figure 4.2 is shown
as a mistake in the generated feedback). Instead of providing feedback via patches
(prior study show that novice students may not know how to effectively utilize the
generated patches as hints [107]), our feedback highlights the wrong concepts to
promote active learning by asking “how can you fix the code here?”.
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Algorithm 4 Overall Grading Workflow
Input: Student program Ps, Reference program Pr, Test suite T , Total score α
Output: The final score

1: procedure Grade(Ps, Pr, T, α)
2: Gs = constructConceptGraph(Ps) ▷ Algorithm 2
3: Gr = constructConceptGraph(Pr) ▷ Algorithm 2
4: vM = variableMapping(Ps, Pr, T )
5: matchedList = graphMatching(Gr, Gs, vM) ▷ Algorithm 3
6: patches = runAPR(Ps, Pr, T )
7: score = 0
8: for Gmatchedin matchedList do
9: score += computeScore(Gmatched, Gr)

10: end for
11: return α× score
12: end procedure
13: procedure computeScore(Gmatched, Gr)
14: for concept node cn in Gmatched.nodes do
15: cns, cnr = findConceptNode(cn)
16: if hasPatches(patches, cns) then

▷ unfold by expanding the content of node
17: cns = unfold(cns)
18: cnr = unfold(cnr)
19: end if
20: matchC, totalC = compareConceptNode(cns, cnr)
21: conceptNodeSim += matchC

nodeSize(Gr)×totalC
22: end for
23: conceptEdgeSim = edgeSize(Gmatched)/edgeSize(Gr)
24: return (conceptNodeSim + conceptEdgeSim) / 2
25: end procedure

4.5 Evaluation
We evaluate ConceptGrader by addressing the following research questions:

RQ1: How does ConceptGrader perform in terms of grading accuracy, as compared
to baseline approaches?

RQ2: How does test failure rate affect performance of ConceptGrader and baseline
tools?

RQ3: What are the reasons for ConceptGrader’s incorrect grading?

68



Implementation. We implemented the proposed approach in the tool Concept-
Grader. We choose Refactory [47] as the automated program repair tool invoked
during unfolding because it has shown promising results in fixing introductory as-
signments written in Python, particularly with respect to a reference correct solution.
Similar to prior evaluations of approaches designed for programming assignments
that sample additional reference solutions from correct students’ submissions [41,
2, 47, 99], ConceptGrader follows the procedure of prior work [99] that selects five
programs from correct students’ submissions as additional reference solutions to
mitigate the problem when students’ implementation and reference’s implementation
use a different solving approach. To select five additional reference programs as
representatives of most student programs, we (1) run Clara [41] to cluster correct
student submissions, and (2) select one representative program from the top-5
clusters with most student programs. If an instructor’s reference solution is the
same as one of the five additional reference solutions, we select the instructor’s
reference solution and four other reference solutions. Then, ConceptGrader compares
a student program against all reference solutions and selects the highest score as
the final score. ConceptGrader currently supports programs with Python 3.10. We
construct CFG using staticfg [24] and further customize it to build a concept graph.

Dataset. We evaluate ConceptGrader on five assignments from a CS-1 Python
dataset used in the prior evaluation of introductory programming assignment [47].
For each programming assignment, the instructor prepared a reference solution and
a test suite that evaluates students’ correctness. Other datasets used in previous
work [41, 99, 107] are either not publicly available or use different programming
languages (e.g., C). Our concept abstraction rules currently do not support all pro-
gramming language constructs (e.g., lambda expression). We exclude submissions
with unsupported features, and trivial student programs without any real implemen-
tation (i.e., programs with less than three lines of code) from our evaluation. In
total, we have 1540 incorrect submissions remaining.

Ground truth construction. The Refactory dataset [47] uses execution results
of tests as feedback to students, and it does not have the ground truth score (the
correct score to be assigned for an assignment) for each submission. We invited eight
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senior Computer Science undergraduate students who have experience working as
teaching assistants to be the annotators for grading those incorrect submissions. We
provide the annotator with the problem description, instructors’ reference solution,
and instructors’ test suite. We asked annotators to run test cases and grade the
submissions by functionality. To provide freedom in grading, we did not mention
any other steps (e.g., using the execution results of tests).

To mitigate potential grading bias, annotators are unaware of the existence of
ConceptGrader, and each submission is graded by two annotators, and we asked
each annotator to grade each submission out of the same total score of 100 (α=100
in the last equation in Section 4.4.3). If the scores given by the two annotators differ
less than 10, we take their average as the ground truth score. Otherwise, a third
annotator participates in the discussion until they reach a consensus. We use the
same ground truth for evaluating RQ1–RQ3.

Baselines. We compare ConceptGrader against two baselines: (1) test-based
approach [48, 7, 102, 96, 52, 46], and (2) CFG-based approach [97]. We compare
with the test-based approach because it is the most widely used approach. To ensure
fair comparison, we provide the same set of test cases to the test-based approach and
the program repair engine used in our unfolding (described in Section 4.4.2). We
do not compare ConceptGrader against the recent CFG-based automated grading
technique [97] because (1) its implementation targets C programming assignments
where ConceptGrader focuses and is evaluated on Python programming assignments,
and (2) their approach can only be used to grade correct programs (passing all tests)
as we confirmed with the authors, where ConceptGrader focuses more on evaluating
incorrect programs. To ensure a fair comparison, we implemented a CFG-based
baseline by removing concept abstraction, concept graph construction, and concept
folding/unfolding from ConceptGrader (i.e., we keep the variable mapping to allow
CFG-based baseline to handle different naming styles). Moreover, we do not compare
with AutoGrader because it only returns a binary correct/incorrect based on path
deviation [63].

The goal of automated grading is to automatically assign a score for a student
program such that tutors can directly accept it or minimally adjust it. We use three
metrics: (1) Cos-sim (cosine similarity), (2) RMSE (root means squared error), and
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Table 4.2: Automated grading results of four approaches for incorrect student
submissions on five assignments from the Refactory dataset[47]. The columns
Test and CFG denote test-based grading and CFG-based grading, and CG and
CG’ show ConceptGrader and ConceptGrader without concept unfolding. The
column “# of Inc. Sub.” shows the number of incorrect submissions for each
assignment, whereas the column “# of TC” denotes the number of test cases
for each assignment, the column LoC represents the line of code. The columns
“Cos-sim”, “RMSE”, and “MAE” represent the cosine similarity, root means
squared error, and mean absolute error between automatically generated and
ground truth scores. The columns “Average Time Taken (s)” denotes the
average time taken in seconds to produce the score and feedback for a student
submission in each assignment. We highlight the best result in bold.

Assig # of Cos-sim RMSE MAE Average Time Taken (s)
nment Inc. Test CFG CG’ CG Test CFG CG’ CG Test CFG CG’ CG Test CFG CG’ CG
Week 1 544 0.95 0.79 0.93 0.94 26.70 56.91 32.19 30.26 17.41 51.03 25.03 23.62 4.18 1.22 1.23 24.84
Week 2 353 0.84 0.80 0.85 0.87 25.21 27.54 23.25 22.53 17.59 21.91 18.59 16.84 6.91 8.37 9.28 35.19
Week 3 272 0.69 0.80 0.85 0.88 64.41 50.91 38.73 35.18 60.39 43.33 30.97 28.05 4.07 7.85 7.87 37.52
Week 4 263 0.68 0.81 0.92 0.93 49.58 41.00 26.38 23.12 43.77 34.62 20.82 18.35 3.97 10.35 9.00 44.28
Week 5 108 0.62 0.74 0.90 0.90 63.41 53.69 34.92 32.31 58.70 46.66 28.96 26.11 5.07 18.58 17.69 63.70
Total 1540 0.81 0.79 0.91 0.92 42.96 51.73 32.14 30.41 32.56 44.82 25.86 22.93 4.89 6.31 5.94 35.49

(3) MAE (mean absolute error) to evaluate the distance between auto-generated
scores and tutors’ ground truth scores. Given the auto-generated and ground-truth
scores for all incorrect student programs, Cos-sim evaluates their cosine similarity
in the normalized vector space.

Given the ground truth score yi, the auto-generated score ŷi, and N samples,
their equations are: Cos−sim(y, ŷ) = y·ŷ

|y||ŷ| , RMSE(y, ŷ) =
√

1
N

∑N
i=1(ŷi − yi)2, and

MAE(y, ŷ) = ∑N
i=1 |yi − ŷi|

RMSE and MAE are often used to evaluate the differences between values
predicted by a model [103]. They represent the absolute closeness of auto-generated
scores and ground-truth scores by computing their standard deviation and absolute
distance. Lower RMSE and MAE values indicate better performance.

4.5.1 RQ1: Overall Grading Accuracy

Table 4.2 shows the results of all incorrect student programs from the five selected
assignments [47]. On average, ConceptGrader outperforms all baseline approaches
by achieving Cos-sim at 0.92, whereas test-based approach and CFG-based approach
achieve 0.81 and 0.79 for Cos-sim, respectively. Compared to the two baseline
approaches, ConceptGrader produces the lowest RMSE (30.41) and MAE (22.93)
values, which improves the result of test-based approach by 30% and 29% and the
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result of CFG-based approach by 41% and 49%, in terms of RMSE and MAE. The
low average RMSE and MAE values indicate that ConceptGrader is effective in
predicting the ground truth scores for programming assignments.

It is worthwhile to mention that the grading accuracy of test-based approach
in Sequential search is better than the other four assignments. We analyzed the
reason for the higher accuracy of test-based approach in “Sequential search” task.
Table 4.3 shows that around 59.3% (323/544) student programs pass more than 75%
of test cases in “Sequential search”, whereas the ratio on the other four assignments
is 19.0% on average. Passing more test cases often indicates better quality of a
program. When a program passes majority of test cases, tutors also tend to assign
relatively high scores. However, if a program fails majority of test cases, it does not
necessarily mean the program is completely incorrect because even a subtle mistake
can cause different behavior.

Average time taken. In terms of the average time taken to generate a score
for a student program, test-based grading is the fastest as it only requires running
the student program against all test cases. ConceptGrader is slower than other
approaches because it may need to invoke program repair engine several times to
generate patches for concept unfolding in the final grading process. Overall, the
average time taken 35.49s is acceptable as prior study shows that human tutors
often take 100 seconds to grade one student submission [107].

Table 4.3: The test failure rate distribution for evaluated submissions.
Assignment # Incorrect # of TC Test failure rate (%)

Submissions 0–25 25–50 50–75 75–100
Sequential search 544 11 323 91 59 71
Unique dates/months 353 17 159 54 29 111
Duplicate elimination 272 4 14 9 29 220
Sorting tuples 263 6 10 23 82 148
Top-k elements 108 5 6 3 6 93
Total/Average 1540 9 512 180 205 643

Effectiveness of concept abstraction and concept unfolding. Although Con-
ceptGrader shows better grading accuracy compared to the two baseline approaches,
it is worthwhile to investigate the effectiveness of each component in ConceptGrader.
We implemented another version of ConceptGrader denoted as CG-wo-f by removing
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concepts unfolding (described in Section 4.4.2). We first compare CFG and CG-wo-f
to show the impact of automated concept abstraction. The difference between CFG
and CG-wo-f is that CFG matches CFG of student’s program and CFG of reference
program by comparing the source code in basic blocks, whereas CG-wo-f first applies
the abstraction rules in Table 4.1 for basic blocks in CFG of student’s program
and CFG of reference program to construct corresponding concept graphs, then
matches nodes in student concept graph and reference concept graph. Table 4.2
shows that with concept abstraction and concept graphs, CG-wo-f improves Cos-sim
over CFG-based approach by 0.12, and reduces RMSE and MAE over CFG-based
approach by 19.59 (38.9%) and 18.96 (42.3%) respectively. In addition, CG-wo-f
has almost no overhead regarding time taken to grade a student program (average
time taken is 5.94s).

Based on CG-wo-f, CG takes advantage of patches generated by automated
program repair engine (Refactory) as hints to identify students’ mistakes that have
been abstracted in automated concept folding process, and unfolds those students’
concepts to compare in detail to capture those minor mistakes. The comparison
between CG and CG-wo-f shows the impact of automated concept unfolding. Overall,
the result of Cos-sim does not change much. This is because ConceptGrader with
folding and unfolding is a fine-tuning procedure. When a folded concept node in
student concept graph finds a matching in reference concept graph but Refactory
reveals that a patch is required for the concept node, ConceptGrader still assigns
partial scores based on the coverage of matching unfolded concepts in the concept
node. The usefulness of folding and unfolding is shown by the lower RMSE and
MAE values (i.e., the values improved by 5.4% and 11.3%, respectively). This means
that CG’s grading has less discrepancy with respect to the tutors’ ground truth
compared to CG-wo-f.

4.5.2 RQ2: Relation with Test Failure Rate

Our intuition of designing ConceptGrader is that in introductory programming
assignments, even a simple mistake could fail many tests within the test suite,
which leads to a test-based grading approach that may underestimate students’
understanding and effort. As Table 4.2 shows the overall grading accuracy of each
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(a) Average Cos-sim (b) Average RMSE (c) Average MAE

Figure 4.4: Average grading performance of all incorrect student submissions
across different test failure rates.

approach on all incorrect student programs, we are also interested in investigating
the effect of test failure rate (percentage of failing tests in the entire test suite for an
assignment) on grading accuracy. We divide all incorrect student submissions (we
consider a student submission as incorrect if test failure rate > 0) into four groups
based on their test failure rate (0%–25%, 25%–50%, 50%–75%, and 75%–100%).
Figure 4.4 shows the grading accuracy of all four approaches regarding different test
failure rates.

For all the evaluated metrics (Figures 4.4(a), 4.4(b), and 4.4(c)), our results
show that when test failure rate is low (0–50%), test-based grading tends to be
more effective. However, as test failure rate increases, the performance of test-based
grading downgrades. In contrast, the performance of ConceptGrader tends to be
stable as the test failure rate increase. This result indicates that ConceptGrader
preserves the ability to capture students’ misunderstanding, not affected by the
changes in test failure rate. Considering the fact that most students’ programs fail
half of test cases, it illustrates the importance of a concept-based grading approach.

4.5.3 RQ3: Limitations of ConceptGrader

To understand the limitations of ConceptGrader, we manually analyzed (1) the
cases where ConceptGrader performs worse than test-based approach, (2) the quality
of reference solutions to ConceptGrader.
Analyzing Unreasonable Scores: To reduce the manual effort in analyzing
cases where the differences between the scores given by a test-based stest and those
assigned by ConceptGrader sconcept are minor, we only analyze cases where the scores
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given by ConceptGrader is unreasonable (i.e., the difference between sconcept and
stest is greater than 5 points). In total, we observed 565/1540 (36.7%) scores to be
unreasonable.

Our manual analysis of the 565 unreasonable scores shows that unreasonable
scores occur due to: (1) syntactically different student implementations, and (2)
inaccurate variable mapping. Specifically, although we design the abstraction rules
to mitigate the program aliasing problem by translating different programs to
the same representation, our rules are not exhaustive so ConceptGrader fails to
match correctly when the incorrect student programs are substantially different
from the reference solutions, especially for cases where the test failure rate is
low. When the students’ programs use sub-optimal algorithms or syntactically
different implementations, ConceptGrader could not match the concept nodes
and edges accurately, resulting in a lower score assigned to the incorrect student
programs. Meanwhile, as ConceptGrader relies on the variable mapping mechanism
of Refactory [47], we observe that ConceptGrader may produce inaccurate scores
when the student programs use too many temporary variables which increase the
number of un-mapped variables in the variable mapping.

In the future, a hybrid automated grading tool that combines ConceptGrader
and test-based approach may be interesting to be explored. Using the AST edit
distance between student program and reference program as estimator of the quality
of student program, ConceptGrader suggests scores when AST edit distance is
small but test failure rate is high, while test-based approach can still be used when
test failure rate is low, but AST edit distance is high (indicating there is no good
reference solution for the student program).
Impact of Different Numbers of Reference Solutions: In previous sections,
we conducted experiments for ConceptGrader using multiple reference solutions.
Although using multiple reference solutions from correct student solutions is a recent
trend in other relevant work [99, 41, 47, 2], there may not be sufficient high-quality
reference solutions available for each programming assignment in practice. To address
this concern, we analyze the impact of different numbers of reference solutions to
ConceptGrader by grading with fewer reference solutions. Given the five reference
solutions crafted in Section 4.5, we gradually remove the reference solutions being
used by ConceptGrader, starting from the most less popular reference solution, until
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there is only instructors’ provided reference solution. Table 4.4 shows the average
results for the five programming assignments as we reduce the number of reference
solutions used in ConceptGrader. From Table 4.2 and Table 4.4, we can observe
that using only two reference solutions, ConceptGrader already performs better than
test-based approach. Compared to only one reference solution, the performance of
ConceptGrader with three reference solutions increases by 7% for Cos-sim, 21.1%
for RMSE, and 23.6% for MAE, which reaches a comparative level of the default
configuration, using all reference solutions (# of Ref. Solutions=5).

Table 4.4: The impact of different number of reference solutions in Concept-
Grader (CG) and ConceptGrader without unfolding (CG-wo-f).

# of Ref. Cos-sim RMSE MAE
Solutions CG CG-wo-f CG CG-wo-f CG CG-wo-f

5 0.92 0.91 30.41 32.14 22.93 25.86
4 0.91 0.90 32.05 33.82 23.76 27.05
3 0.91 0.88 33.28 34.97 26.82 28.53
2 0.89 0.85 36.42 37.51 30.46 31.68
1 0.85 0.82 42.23 45.83 35.11 37.32

4.6 User Survey

User Survey Setup. To obtain qualitative data for demonstrating the effectiveness
of ConceptGrader, we conducted a survey among 29 tutors from two semesters
of a large CS-1 introductory programming course. The tutors include both lab
instructors who taught lab sessions and graders who grade programming assignments.
All tutors are undergraduates who have taken the course in previous semesters from
the Computer Science department. Among the 29 tutors with whom we have shared
the survey, we received 16 replies. Participation in the survey is voluntary, and
the authors do not have any personal connection with the participants. To reduce
bias due to personal preference towards a particular approach, we anonymize the
name of each approach. The survey aims to collect tutors’ opinions on the grade
and feedback generated by three automated approaches. In total, it contains ten
incorrect student submissions drawn from five assignments.
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User Study Questions. Each tutor answers a question about prior teaching
experience. On average, the 16 tutors have served as tutors 2.1 times. We randomly
sampled two incorrect submissions for each assignment from the evaluated dataset (in
Section 4.5). For each incorrect submission, we provide (1) the instructor’s reference
solution, (2) an assignment description, (3) test cases, and (4) the questions below:

Q1. Rate the quality of the automated mark in terms of assessing students’ under-
standing and effort.

Q2. Rate the usefulness of automated feedback to students in terms of improving
their learning outcome, based on your previous learning experience.

Q3. To what extent will the automated feedback be preferable or as good as the
feedback that you would manually give?

The first question (Q1) aims to assess the quality of the generated score, whereas
Q2 and Q3 are designed to assess the quality of the generated feedback (Figure 4.2(b)
shows an example of the generated feedback). For each incorrect student submission,
participants need to rate each item based on a five-point Likert scale (with 1 being
very low and 5 being very high). We allocate 30 minutes for each tutor to complete
the survey.

Figure 4.5: The boxplot of average rating of all user study questions. Green
triangle represents the mean value. The whiskers denote the minimum/maxi-
mum value, and the rectangle denotes the first/third quartile.

User Study Results. Figure 4.5 presents the results of the 16 tutors’ ratings for
all user study questions. Overall, we observe that the tutors show a positive attitude
of ConceptGrader for all questions (Q1 – Q3) with a mean rating of 3.8. Tutors rate
highest (average rating of 3.7) for the quality of ConceptGrader’s generated scores
(Q1), compared to test-based and CFG-based approaches (average rating of 1.3 and
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3.2, respectively). As those who are invited for the ground truth constructions are
different from tutors for the user study, this further confirms our grading accuracy
experiment in Section 4.5. For the usefulness of automated feedback in terms of
improving students’ learning outcomes (Q2), tutors think that ConceptGrader is the
most useful among all approaches (average rating of 3.9). This indicates that our
approach provides better support for convergent formative assessment. Compared
to the baseline approaches, tutors prefer the quality of the feedback generated
by ConceptGrader (average rating for Q3 is 3.8). This shows that the feedback
constructed via our human-readable abstraction rules may benefit tutors in designing
personalized feedback for students.

Significance of study result. To validate the significance of our study result, we
performed a two-tailed T-test for the difference between the results for CFG-based
approach and ConceptGrader. The result shows that our study has a p-value <
0.001 for Q1 to Q3, indicating that the difference between CFG-based approach
and ConceptGrader in Figure 4.5 is statistically significant. Moreover, the standard
deviation of CFG-based approach and ConceptGrader for Q1 to Q3 is (0.84, 0.77,
0.89) and (0.93, 0.76, 0.86) respectively.

4.7 Threats to Validity

External. Our findings of programming concepts focus on Python introductory
programming courses. Hence, our experiments may not be exhaustive and generalize
to other languages. We evaluate and implement ConceptGrader within the scope
of mini-python, ConceptGrader may produce inaccurate scores if programming
assignments include language features beyond mini-python. We left the extension
of more advanced programming features in Python as future work. (i.e., it does
not currently support advanced programming topics such as lambda expression).
ConceptGrader may produce inaccurate concept matching if the student program
and reference solution solve a programming problem with different algorithms. We
mitigate this by following previous work [47, 2, 41, 99] to include correct students’
programs (i.e., student submissions that pass all test cases) as additional reference
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solutions.

Internal. Our code and automated scripts may have bugs that can affect our
reported results. To mitigate this threat, we have made our tool and data publicly
available. Our implementation of the CFG-based approach [97] may not be as
effective as the original implementation for C programs. Nevertheless, as our concept
graph uses the same CFG as basis for abstraction, our evaluation that compares the
CFG approach and the abstracted CFG (our concept graph) ensures fair comparison
of the two approaches.

4.8 Conclusion
We propose ConceptGrader, an automated grading approach for programming

assignments to assess students’ understanding via programming concepts. We derive
programming concepts from common programming topics in first-year programming
courses, and design a concept graph that abstracts incorrect student program and
reference solution. Such an abstract representation allows us to identify students’
misunderstanding of a specific problem, so as to generate reasonable scores to reduce
tutors’ workload and improve students’ learning outcomes through convergent
formative assessment. Compared to test-based automated grading and CFG-based
automated grading, our evaluation shows that the scores generated by ConceptGrader
are more accurate in terms of cosine similarity, RMSE, and MAE. Our user study
among tutors also shows that the automated generated scores and feedback can
help tutors in constructing their manual feedback that eventually assists students in
rectifying their mistakes. In the future, we plan to extend ConceptGrader to handle
more advanced programming features. We also plan to integrate ConceptGrader
into an intelligent tutoring system and deploy it for live interactive programming
teaching.

79



CHAPTER 5. DESIGN OF INTELLIGENT TUTORING SYSTEM FOR
PROGRAMMING

Chapter 5

Design of Intelligent Tutoring Sys-
tem for Programming

5.1 Introduction
In Computer Science (CS) education, we face the challenge of increasing student

enrollments over the past few years [86]. Consequently, it has become increasingly
difficult to provide high-quality and individualized learning support, particularly for
novice students [111, 71]. Mirhosseini et al. [71] recently conducted an interview
study with CS instructors to identify their biggest pain points. Among other issues,
they found that CS instructors struggle with limited or no Teaching Assistant (TA)
support and the generally time-consuming task of providing student feedback and
grading assignments. Thus, CS instructors would greatly benefit from automating
tutoring activities to support TAs in their responsibilities.

Despite prior research [107, 2, 47, 99, 41, 31] from automated program repair
and synthesis demonstrating the potential of automated feedback and grading in
programming courses, these systems are not yet widely adopted in CS education. The
main reasons include their prototype nature, difficulty of use, and lack of evolution.
Additionally, this line of work inevitably exposes too many details (i.e., direct fixes
of errors) to students, which may hinder the learning process. Conversely, recent
advancements in large language models have also advanced automated feedback
systems in computer science education [12, 66, 59, 92, 19, 44, 54, 56, 62]. These
systems typically focus on prompting large language models (LLMs) for specific
teaching scenarios, such as question-answering for lecture topics. However, they
heavily rely on LLM output, which is known to be prone to hallucinations and is
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not always reliable [12, 44]. Such randomness in the generated feedback can lead to
confusion and frustration among students.

In this chapter, we report our design principles and the architecture of an In-
telligent Tutoring System (ITS) for programming education that synergizes the
strengths of both approaches. The ITS first searches for precise bug-fixing patches
with a hybrid program repair engine, and then ITS invokes LLM to use those
patches as guidance to pinpoint students’ conceptual misunderstandings and provide
more reliable feedback. The key is to bridge the gap between accurate low-level
fixing by program analysis and knowledgeable high-level explanations by LLMs.
Figure 5.1 illustrates the general concept of the Intelligent Tutoring System. The
lecturer provides reference programs and test cases as specifications of a program-
ming assignment, and students submit their solutions to the ITS. The ITS then
automatically fixes the student’s code if it is incorrect and elaborates on the fixes to
provide high-level feedback as hints, gradually guiding the student to understand the
foundational reason for the error. Additionally, the ITS provides a grading support
system that automatically grades student submissions for lecturers.

Intelligent 
Tutoring System Submission

Student/Novice 
ProgrammerFeedback

Reference Program, 
Test Cases

Grading 
ReportsTeacher/Tutor

Figure 5.1: General idea of an ITS that supports students and tutors in CS-1
programming courses.

We have integrated the Intelligent Tutoring System into the Coursemology
teaching platform of the CS department at the National University of Singapore. We
conducted user studies with 15 students from CS1010S Programming Methodology
to evaluate the ITS’s effectiveness and usability before a live deployment with 571
students. Our user studies and deployment revealed that the current ITS can
help students by generating clear feedback regarding precise error location and
easy-to-understand conceptual hints.

In summary, we make the following core contributions:

• We present our approach to designing and building an extensible automated
feedback system for computer science education.
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• We highlight the pathway of linking LLMs with program analysis-based techniques
to provide reliable feedback for CS education.

• We share our experience of large-scale deployment of the ITS in a CS-1 program-
ming course with 571 students.

Syntactic 
Alignment

Parser

Error 
Localizer

RepairFeedback Auto-
Grading

Teacher/
Tutor

Student

Submitted
Program

Aligned 
Programs

Error 
Locations

Repair Candidates

Tutoring Feedback Generated
Grading

Intelligent Tutoring System1
2 3

45 6

#include <stdio.h>
int main(){
int i,j,n,sum=0;
scanf("%d",&n);  
for(i=1;i<=n;i++){
for(j=1;j<=i;j++){
sum+=j;

}}
printf("%d",sum);
return 0;} 

#include <stdio.h>
int main(){
int i,j,N,sum;
sum=0;
scanf("%d",&N);
for(i=1;i<=N;i++){
for(j=1;j<=N;j++){
sum=sum+j;

}}
printf("%d",sum);
return 0;} 

Reference 
Program

The mistake was using an incorrect inner loop 
range, causing an excessive summation. 
Revisit nested loops, loop bounds, and 
summation logic to avoid similar mistakes in 
the future.

Reference and Submitted Program in 
internal Program representation

Figure 5.2: Illustrates the general workflow of the Intelligent Tutoring System.

5.2 Intelligent Tutoring System (ITS)
In this section, we introduce the design principles of our Intelligent Tutoring

System (ITS) for programming assignments, followed by a detailed presentation of
its architecture, key components, and workflow for practitioner adaptation.

5.2.1 Design Principles

To build a practical and up-to-date ITS that can be widely adopted, we adhere
to the following three design principles:

• Language-Independent: The ITS must be capable of processing multiple
programming languages to fit the needs of various CS-1 programming courses.
Developing and maintaining a separate ITS for each language is both costly and
impractical. To achieve language independence, the ITS should be designed with
clean interfaces allowing language-specific plugins or adapters. These plugins
handle language-specific syntax and semantics, while the core system manages the
general logic of tutoring and feedback. This principle ensures that the ITS can
be utilized across diverse programming courses, easyily adapting to curriculum
changes.
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• Modular and Extensible: The ITS needs to be modular to incorporate the
unique benefits of various research tools, facilitating maintenance and upgrades.
The architecture should feature well-defined interfaces between modules, enabling
the addition of new components or the replacement of existing ones without
disrupting the overall system. This principle ensures the system’s ability to
evolve by integrating the latest research findings. For instance, the core repair
engine can incorporate new repair strategies, and the feedback generator can be
enhanced through new interactions with large language models, such as LLM
agent collaboration, making the ITS a future-oriented solution.

• Scalable: The ITS needs to be scalable to handle a large number of student
submissions and provide feedback in a timely manner without sacrificing usability.
Our design of independently operating modules allows the dynamic deployment
of scaling methods like load balancing for all components.

Inspired by prior research in program repair [41, 99, 2, 47], we have identified
several foundational components essential for the ITS. Figure 5.2 illustrates the
detailed architecture and workflow of the ITS. The figure also includes a sample
code submission with an incorrect loop condition and the corresponding generated
feedback. All components are provided via interfaces, allowing for independent
implementation. In the following sections, we introduce each component in detail
and explain the workflow.

5.2.2 Language Parser

To support multiple programming languages, we designed an internal intermediate
program representation capable of expressing the majority of first-year-level syntax
and semantics, such as variable declarations, control structures, and basic data
types. This intermediate representation ensures that the core functionalities of the
ITS can operate independently of the programming language used. For example, it
enables lightweight program analyses, such as control flow, variable usage, and data
dependency analysis. As the first step in the workflow, the ITS runs a grammar
checker to identify the programming language of the current feedback request. Next,
the parser component processes the source code of both the reference program and
the student’s submission. It invokes the corresponding language-specific parser
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to generate the intermediate representation of the programs. This representation
standardizes the code into a common format used by other components, which allows
the ITS to function consistently across different languages. Currently, the parser
component includes specific parsers for C, Java, and Python.

5.2.3 Syntactic Alignment

One key difference between general program repair for large software and program
repair for educational purposes is the availability of an expected program specification
in the form of a reference implementation. The Syntactic Alignment component is
designed to align the reference program with the student’s submission. It processes
the intermediate representations of both the reference and student programs to
identify matching basic blocks and map the existing variables for each function
within the programs. The alignment algorithms [41, 47, 2] are based on the similarity
of control flow and variable usage, specifically using Def-Use Analysis, to compare
the reference and student programs. The results of this alignment can then be used
to pinpoint the locations where the reference and submitted programs diverge in
behavior. Furthermore, this information is instrumental in attempting to repair
the submitted program by leveraging the data from the reference program. Note
that, the ITS takes in multiple reference solutions with different solving strategies
as input which increases the alignment success rate like existing APR tools [2, 47].

5.2.4 Error Localizer and Interpreter

Error localization is a crucial step in APR systems that aims to identify the
buggy locations within the software. In the context of computer programming
education, error localization identifies specific basic blocks or expressions that
violate the expected specifications. The Error Localizer component employs several
dynamic execution-enabled localization algorithms to trigger erroneous behavior
in the student’s program. These algorithms include trace-based localization and
statistical fault localization [105]. The dynamic program execution is facilitated
by an Interpreter component. This interpreter allows the execution of a program
in its intermediate CFG-based representation without the need for compilation or
execution on the actual system. It generates an execution trace with the sequence
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of executed basic blocks and a memory object, which holds the variable values
at specific locations. The Error Localizer component utilizes the Interpreter to
execute test cases while observing the variable values at specific locations. This
process enables the system to detect semantic differences between the reference and
submitted programs, thereby pinpointing the precise locations of errors.

5.2.5 Repair Engines

Given the reference programs, student submissions, and the identified error
locations as input, the Repair component attempts to fix the submitted programs by
generating edits that transform the student’s program to be semantically equivalent
to the reference program. The Repair component acts as an engine that can utilize
various repair strategies, such as optimization-based repair [41], synthesis-based
repair [47, 2], and LLM-based repair [111]. Upon receiving a repair request from
the previous components, these repair strategies are invoked in parallel to search
for potential repair candidates. The repair engine then selects the optimal repair
candidate that minimally alters the student’s submission. This approach aims to
guide students in correcting their mistakes while preserving their original intentions
as much as possible. Note that, the repair candidate is represented at the level of
the intermediate representation of the program, and we convert it back to the source
code before proceeding to the feedback generation phase.

5.2.6 Feedback Generator

With the collected information from previous components, the Feedback com-
ponent generates natural language explanations to guide students in correcting
their mistakes without revealing the direct answer. This component incorporates a
common front-end prompt interface with various LLM backends, allowing flexible
switching between different LLMs and easy integration of new LLMs. Currently, it
supports both commercial LLMs like GPT and Claude series, as well as open-source
LLMs like LLaMA [94] from Meta. We use GPT-3.5 as the default LLM backend
to balance performance and cost. Our prompt template consists of (1) a task
description, (2) the student submission, and (3) program patches from the repair
engine annotated with error locations:
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You are a teaching assistant for an introductory programming course.

You will be given (1) text description of a programming task (2) a wrong student submission (3)
sample fixes to the wrong submission

Based on the sample fixes, please explain to the student conceptually why the mistake exists in
this task, and what programming concepts should the students revisit.

Description of the programming task: {description}

Wrong student submission: {student code}

Fixes to the wrong submission: {patches from repair engine}

These prompt ingredients can be seen as a precise hint which replaces the
reasoning step in popular Chain-of-Thought [100] prompting. The prompt also
instructs the LLM to generate feedback that highlights both assignment-specific
mistakes and related general programming concepts. This dual focus helps students
understand the underlying issues more comprehensively.

5.2.7 AutoGrader

Test-suite based automated grading suffers from the problem that a small mistake
by the student can cause many test cases to fail. To provide better support for
tutors, we integrate an auto-grading capability in the ITS, which aims to test
the conceptual understanding of the student and awards grades accordingly [31].
This is achieved by constructing a concept graph from the student’s attempt and
comparing it with the concept graph of the instructor’s reference solution. The
aim is to automatically determine which of the ingredient concepts being tested by
the programming assignment are correctly understood by the student. Given the
instructor-provided reference solutions and students’ incorrect solutions, we apply
the abstraction rules to convert students’ concrete implementation to conceptual
understandings and compare them against the conceptual requirements in reference
solutions. Based on the result, the Auto-Grading component generates a grading
report for the tutor. It assesses the student’s submission by their missing or
improperly used programming concepts to address the over-penalty issue [31] in the
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conventional test-based assessment.

5.3 Pre-Deployment in CS-1 Teaching
We conducted an IRB-approved pre-deployment control experiment and study

with 15 students from CS1010S before launching the ITS in a live setting. The
self-assessed programming experience of the participants is shown in Figure 5.3. All
participants were compensated with a small amount of cash as an incentive for their
involvement. The user study was conducted anonymously.

5.3.1 Study Methodology

The students were divided into two groups with balanced levels of programming
experience: one group had access to the ITS (group A), while the other did not
(group B). User feedback was collected from both groups to assess the potential
impact of the ITS on students’ learning experiences. Participants were instructed
to solve programming tasks using an institution-internal submission system that
allowed them to run provided test cases. Each task had a time limit of 20 minutes,
and students were allowed to make an unlimited number of submission attempts.
Overall, the study was structured in three parts: (1) a background survey, (2) the
programming tasks, and (3) a feedback survey. We provided group B with a brief
introduction to the ITS after they solved their programming tasks, so they can also
provide feedback on ITS.

5.3.1.1 Programming Tasks

We have chosen four entry-level programming tasks covering various programming
topics. Table 5.1 shows the details of each task and their respective topics. We
selected these programming tasks from past mid-term exams of the CS-1 course,
which represent the practical challenges students may face.

Table 5.1: Subjects of programming tasks in our experiments

Tasks Description Topic
Remove Extras Remove duplicates from tuple For loop, Tuple manipulation
Reverse String I Iteratively reverse a string For loop, String manipulation
Reverse String II Recursively reverse a string Recursion
Reverse Numbers Iteratively reverse an integer While loop
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Figure 5.4: Students’ feedback of ITS

5.3.2 Result Analysis for Students

We recorded the submitted solutions and their timestamps for each programming
task of non-duplicate students’ attempts. Students were considered to have solved a
task if their attempts passed all test cases. In total, we received 128 attempts for
the four programming tasks; 65 by Group A and 63 by Group B. For all open-ended
questions, we conducted a qualitative content analysis coding [84] that summarizes
the themes and opinions.

5.3.2.1 Students’ Expectations

Based on the Background (Part 1) survey, we identified the main challenges for
novice programmers and their expectations for an ITS. Their general underlying
difficulties in learning programming are (1) understanding programming tasks and
starting to program, (2) debugging the code and rectifying identified errors, (3)
translating their solution strategy into actual code. In addition, we asked the
students more specifically about the difficulties the ITS can address. Generally, they
confirmed that their main difficulties are with (1) figuring out what goes wrong in
the program and (2) finding the error location.
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5.3.2.2 Students’ Performance

Table 5.2 presents the quantitative results of the students’ performances in the
two controlled groups. Specifically, we focus on students who failed on their first
attempt. The second column represents the average number of students’ attempts for
each task if their first attempt failed. The third column represents the rectification
rate (X/Y) of students who failed to solve a particular task on the first attempt; X
represents the number of students who eventually rectified their solutions, and Y
represents the number of students who failed to solve a task on the first attempt.
The column "Avg Rectifying Time" indicates the duration taken by a student to
correct an incorrect solution for a programming task.
Table 5.2: The average number of failed attempts, rectification rates, average
rectifying time of failed attempts in minutes.

Tasks Avg # Failed Attempts Rectification Rate Avg Rect. Time (mins)
A B A B A B

Task 1 4.8 4 4/5 0/2 7 -
Task 2 1.9 5.5 7/7 3/4 9.2 9.3
Task 3 2.3 2.8 5/5 2/4 4.6 2.5
Task 4 2.3 3.1 5/6 5/7 4.5 11.3
Total 2.7 3.7 21/23 10/17 6.7 8.9

5.3.2.3 Fewer attempts, higher accuracy

As shown in Table 5.2, students who received assistance from ITS (Group A)
solved more programming tasks with fewer attempts compared to students without
ITS (Group B). Although Group A made more attempts than Group B for Task 1,
it is important to note that the two students in Group B who failed Task 1 could
not rectify their solution. Therefore, the fewer average attempts made by Group B
may be due to a lack of knowledge on how to fix their solutions after a few attempts,
resulting in giving up on the task. On average, Group A made 2.7 failed attempts
compared to 3.7 for Group B, indicating that Group A submitted slightly fewer
attempts during the experiment. Even though the difference in attempts is not very
significant, Group A had a higher success rate in rectifying their solutions; they
successfully fixed 21 (91.3%) out of the 23 failed attempts. While Group B had
a higher success rate on their first attempt, they struggled more when they failed
on their first attempt, only succeeding in fixing 10/17 (58.8%), demonstrating the
effectiveness of ITS guidance.
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Regarding rectifying time, Group A was faster, with an average of 6.7 minutes
to fix one incorrect solution, compared to Group B’s average of 8.9 minutes. The
average rectifying time for task 1 in Group B is unavailable since no student could
rectify their incorrect attempts. Moreover, the average rectifying time for Group B
is significantly lower for Task 3 (2.5 minutes) because the two incorrect solutions
were almost correct (e.g., typos).

5.3.2.4 Usefulness of ITS

Figure 5.4 shows feedback survey results for students, where we queried their
satisfaction with the ITS regarding the usefulness of the features, such as highlighting
the potential error lines in the code editor and showing hints about error categories
for their mistakes. The results of the questions indicated that most Group A
students found the ITS helpful and were satisfied with its feedback and current
shape. For example, over 80% of the students responded positively to the usefulness
of highlighted lines and mistake categories for their code. Furthermore, over 73% of
the students would like the ITS deployed in their programming course. However,
we found that one student showed negative feedback toward all questions. This
student failed to solve any tasks with correct syntax and struggled to find proper
solution strategies. As a result, the ITS could not generate any feedback, as it could
not explain the student’s intuition at this stage. While this particular experience
highlights the limitations of the ITS, the overall positive feedback from the other
students supports the potential of ITS in enhancing CS-1 programming education.

5.4 Deployment Experience
In addition to our user studies, we share our experience of deploying the ITS in

CS1010S during the fall semester of the 2023-2024 academic year, which involved
571 students. CS1010S covers topics such as recursion, higher-order functions,
abstract data types, basic data structures, sorting algorithms, and object-oriented
programming through nine weekly assignments. In CS1010S, students submit their
solutions into Coursemology, which automatically runs pre-defined test cases for
programming assignments. They can make multiple attempts to revise their solutions
before the deadline. After the deadline, tutors manually review incorrect submissions
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and write personalized feedback to students who submit incorrect solutions.
We integrated our ITS with Coursemology and deployed it for 30 programming

tasks spanning six weeks of assignments. We excluded the first two introductory
weeks and the final week, which involves OOP that the current ITS does not
support. In addition to the traditional assignment workflow, Coursemology invokes
the ITS to automatically generate feedback when a student submits a solution
that fails test cases. As a first step towards a complete deployment, the current
deployment generates feedback visible only to the human tutors to support their
manual feedback and grading efforts. Throughout the semester, we kept track
of all students’ submissions, and eventually, a total of 571 students submitted
3,117 incorrect solutions that failed the test cases of programming assignments
in Coursemology. The deployed ITS successfully generated semantically correct
patches for 1,758 (56.4%) incorrect submissions by its repair engine. A patch is
deemed correct if it makes the original submission pass all test cases for a particular
programming assignment. Then the feedback component generated corresponding
natural language comments for these submissions. The remaining 43.6% of incorrect
submissions that failed to be fixed consist of two main reasons.

Lack of Substantial Content: Some students either submitted empty files or
attempted to brute-force the public tests without finding a correct solution strategy.
These incomplete submissions lacked the necessary content for the repair engine to
generate meaningful repairs to represent students’ thinking.

Non-functional Restrictions: Some submitted solutions passed all test cases but
violated non-functional requirements not covered by the tests. For example, in an
abstract data types assignment, students were required to reuse a specific abstract
function. These violations needed manual checking by tutors. Failing to do so
resulted in non-functional penalties that the current ITS could not fix.

In the current deployment, we chose to not generate feedback on incorrect
submissions that our ITS cannot fix to avoid misleading or incorrect guidance to
students. However, failures by the repair engine often imply the student requires
additional guidance. It can serve as an indicator to promptly alert tutors about
students who need help. Nevertheless, we acknowledge these limitations and discuss
possible solutions as future work in Section 5.5. Additionally, we randomly sampled
10% of ITS-generated feedback to manually evaluate the quality of ITS’s automated
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feedback by assessing whether they were semantically equivalent to the corresponding
tutors’ feedback. Our manual analysis shows that 136 (77.2%) of ITS-produced
feedback is semantically equivalent to tutors’ feedback, illustrating its capabilities
to assist human tutors. Figure 5.5 shows an example of two feedbacks given by ITS
and the tutor for a student’s mistake of not handling an edge case in a task that
simulates DNA transcript.

1 def find_transcription_region(dna_strand):
2 if not "TATA" in dna_strand or not "CGCG" in dna_strand:
3 return None
4 else:
5 tata_box_index = dna_strand.find("TATA")
6 stop_sequence_index = dna_strand.find("CGCG")
7 +++ if tata_box_index > stop_sequence_index:
8 +++ return None
9 return ...

10 -------
11 #ITS’s Feedback:
12 Your program does not handle the case where the TATA box appears after the stop sequence CGCG
13 #Tutor’s Feedback:
14 [-1] doesn’t check if TATA is before CGCG

Figure 5.5: Example of two semantic equivalent feedback given by ITS and
tutor for missing the edge case at lines 7–8.

5.5 Lessons Learned and Prospects
Despite the promising results of ITS deployment in CS1010S, human tutors

remain essential to address specific limitations of the ITS. We acknowledge these
limitations and offer insights for future research.

First, the ITS is not capable of generating step-by-step feedback for students who
are stuck at the beginning or middle of a task. This is because the APR techniques
employed in the repair engine are designed to and cannot fix a partial solution.
To address this limitation, we plan to develop APR techniques that can handle
finer-grained code changes within incomplete programs. Fortunately, the modular
design of the ITS allows us to easily integrate such new APR techniques into the
system once available.

Second, the ITS currently does not support feedback for non-functional require-
ments such as code style, readability, and efficiency. To address this, we consider
integrating code style checkers and code quality analyzers into the ITS as additional
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components. These components can deliver their analysis results to the feedback en-
gine, which can then utilize the built-in LLM to generate feedback on non-functional
requirements.

Finally, the feedback engine in the ITS uses LLMs in a zero-shot manner, which
may not fully utilize their capabilities. Recently, LLM-based code agents have
shown promising performance in solving real-world software development tasks. We
consider exploring computer science education-specific LLM agents to provide more
accurate feedback as a future research direction. The program patches generated by
the repair engine can still guide these LLM agents, and all other components of the
ITS can remain the same.

5.6 Conclusion
In this work, we present the idea of synergizing the strengths of program repair

and large language models to create a precise and knowledgeable Intelligent Tutoring
System for programming education. We systematically illustrate the architecture and
workflow of the ITS to engage practitioners in adapting the system. Our modular
design ensures that the ITS can be widely adopted and continue evolving with
the latest research breakthroughs. Indeed, the ITS has been delivered to Monash
University and also IIT Kanpur. Moreover, our deployment results in CS1010S
indicate that the ITS is proficient at providing high-quality instructional feedback
similar to human tutors, with 77.2% of the sampled feedback being semantically
equivalent to that of human tutors. This demonstrates the potential of the ITS in
supporting CS instructors to provide individualized feedback.

The rapid advancements in automated programming and program repair tech-
niques are gradually shifting from manual programming to AI-assisted programming,
which may reshape programming education. Consequently, advanced foundational
CS courses will become more important, and we envision that future automated
tutoring systems need to cover advanced topics such as data structures, algorithms,
and database management. We believe that the ITS represents a well-suited plat-
form for future research while serving as a practical tool for current programming
education.
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CHAPTER 6. LINKING SOFTWARE ENGINEERING TEACHING WITH
PROGRAMMING TEACHING

Chapter 6

Linking Software Engineering Teach-
ing with Programming Teaching

6.1 Introduction
The remarkable capability in generative AI and computing has attracted un-

precedented interest and enrollments in computer science and also interdisciplinary
students to learn programming. This poses a significant demand on teaching staff,
who must maintain high teaching quality through tasks such as tutorials, recitations,
assignment comments, and grading. On the other hand, another typical problem in
CS education is the provision of Software Engineering (SE) projects. Software engi-
neering is typically a compulsory course in the university’s curriculum for computer
science students, and it is often followed or accompanied by development projects,
in which students can collect hands-on experience in software development in a team
going beyond a programming exercise. Such projects come with inherent difficulties
like acquiring industry partners and the dilemma that such software projects are
often under- or over-specified. Additionally, such projects are often one-time efforts
within one team or one course, and students cannot experience the evolution of a
software system.

Recent research [27, 30, 113] has shown that existing LLMs can already help to
build a fully autonomous workflow in software development of real-world software
projects [113] (e.g., bug-fixing, feature addition), and simple prompt engineering
strategies to LLMs can achieve promising results in solving and fixing introductory
programming assignments. As automatic programming is gradually becoming a
reality, we wonder that in the future, the first-year CS programming teaching might
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be replaced, and the educational focus will shift to cultivating a deep understanding
of foundational knowledge in advanced computer science courses such as data
structure and algorithms, operating systems, database management, and software
engineering will become more important than ever. Unfortunately, in contrast to
the fast-evolving research advancements in generative AI and the increased public
interest, the pace of adjusting computer science education curriculums to fit the
GenAI technologies remains slow.

We tackle these two problems (1) scaling programming teaching, (2) innovating
SE projects in CS education by building an Intelligent Tutoring System (ITS) with
and for students. In chapter 5, we already discussed the design and principles of our
Intelligent Tutoring System that can provide automated and individual feedback
for student code submissions and grading support for tutors and lecturers. In this
chapter, we discuss how we assist the education of both novice and senior CS students
in the generative AI era through a long-running capstone software engineering project.
This foundational software engineering course provides an opportunity for senior
CS students to dive deeply into the foundational SE skills with hands-on project
experience. On the other hand, the outcome of the long-running project serves
as a platform to facilitate the teaching of various computer science courses. As
a multi-year research and teaching effort, we combine third-year SE teaching and
programming teaching via a long-term, practical, self-sustained software system.

Figure 5.1 in Chapter 5 describes the high-level idea of our ITS that provides
automated and individual feedback for student code submissions and grading support
for tutors and lecturers. Further, we involve third-year undergraduate students in
the incremental development of such a system. We offer various SE projects for the
students in our CS3213 - Foundations of Software Engineering course. In CS3213,
the students can choose from a wide range of projects, which essentially represent
the development or extension of ITS components.

Based on the nature of the overall Intelligent Tutoring System project, we can
conduct requirements engineering activities (e.g., surveys, interviews, and user
studies) in-house because the various stakeholders are available in the university
context. Each student project has the chance to contribute to the overall long-
running SE project and eventually impact the learning experience of hundreds of
other CS students. In our experience, this creates additional motivation because the
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effort is not lost, and they can relate to the users because they (at some point in
their studies) also faced the challenges of learning programming.

Based on our experience with around 125 undergraduate students who helped
develop the system throughout two years of teaching, the students enjoyed the
course project. In particular, they liked the potential reuse of their implementation
in the real deployment of the ITS. Additionally, they enjoyed the fact that there
is already a system, which they have to extend including the added complexity in
understanding the already existing architecture, design, and codebase.

Our course not only impacts the programming courses at the National University
of Singapore but also has the potential to impact other universities which adopt
a similar teaching concept linking the teaching of software engineering with the
teaching of programming such as Monash University. In the future, we plan to
conduct more user studies to explore learning success across university boundaries.

We demonstrate the effectiveness of this workflow in a second-year data structure
and algorithm course (CS2040S) at the National University of Singapore.

6.2 Design of Software Engineering Course
To achieve our vision of linking software engineering and programming teaching.

We collaborated with a new variant of software engineering course, “CS3213 -
Foundations of Software Engineering” at the National University of Singapore that
provides the students with foundational knowledge and understanding of different
aspects of software engineering.

6.2.1 Teaching Concept

Unlike traditional software engineering (SE) courses that teach students basic
SE practices through creating similar small-scale one-time effort projects. The
teaching concept of CS3213 instead highlights the “foundation”. The foundation
is rooted in two key aspects. The foundation research in SE and the foundation
principles of software development. Our goal is to deepen students’ understanding
of software engineering and practice the already learned principles in a realistic
environment of developing an in-house Intelligent Tutoring System. By integrating
cutting-edge research with core development practices, we aim to provide senior
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SE students with (1) exposure to frontier ideas from the research community, such
as fuzzing, debugging, static analysis, and program repair, and (2) an immersive
software development environment of contributing to an existing, functional, in-use
codebase that allows the students to go beyond programming-in-the-small in the
course project.

The development of “Intelligent Tutoring System for Computing Education”
especially for programming tasks to handle the increasing enrollments provides a
well-framed and particularly interesting scenario for software engineering projects in
the university context. This is because (1) the demand for programming tutoring
support will exist for a long time, and we can continuously collect feedback from
users to curate new requirements. The user feedback can serve as project topics for
the next iteration of CS3213. (2) the SE students who contribute to ITS can relate
to the end users since they once had to learn programming, and (3) all the related
stakeholders are available in the university, which makes the requirement elicitation
and milestone discussion become possible.

Intelligent Tutoring 
System

each project group focuses on one
component (short-running SE project)

students and tutors in 1st
programming courses

Deploy updated and new 
requirements

Baseline 
Codebase

Initial 
Requirements Maintenance and 

Improvements

Course

1

3

2
4

6

Oversee 
evolutionimproved and new 

components

5

Figure 6.1: Concept of a long-running software engineering project that is
incrementally improved by short-running projects inside a teaching environ-
ment.
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6.2.2 Overview of Long-running Project

Figure 6.1 illustrates the overall diagram of the Intelligent Tutoring System as a
self-sustained long-running SE project that evolved over multiple years in CS3213.

Initial Requirement Collections. Every software development project starts
with a high-level coarse-grain requirement drafting phase, which is then refined and
detailed over time. In our case, before we started any development activities on ITS,
we collected initial requirements based on our research experience of automated
program repair [2, 31, 47] in educational scenarios and also from a few discussions
with the lecturers of some first-year programming courses. At a high level, the initial
requirements are oriented to tutors. They mainly consist of highlighting suspicious
error code snippets, producing precise code patches, and drafting high-level feedback
explanations on behalf of tutors.

Architecture Design. After the initial requirements, we designed the architecture
of the Intelligent Tutoring System which is discussed in detail in chapter 5. We
also developed an initial codebase, which included the interface definition between
each component. Having an initial baseline codebase provides the students with
additional requirements like the existing architecture, which should not be changed.
On the other hand, it also provides them with existing functionalities similar to a
real-world long-running SE project.

Course Projects Setup. For the CS3213 course project (step 3), we design
multiple short-running SE projects based on the feedback from first year course
instructor in the requirement elicitation session of our course, and these projects
essentially representing the implementation variants of existing or new components.
For example, in the first year, we mainly had projects to build program analysis
capabilities. We further designed projects to extend core features like Automated
Feedback, Automated Grading, Automated Repair in the second year. We further
designed projects to extend core features like Automated Feedback and Automated
Grading in the second year. based on the existing program analysis artifacts. We
discuss those short-running projects in detail in Chapter 6.2.3.
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Deployment and Refinement. After each CS3213, our teaching team evaluates
all projects and integrates the best contributions of each project topic into our
baseline implementation (step 5). Therefore, over the years, the baseline will grow
and improve. At the same time, we also deploy the increments of the system in real-
world programming courses (e.g., CS1010S, CS2040S), and collect additional feedback
and requirements from students and tutors (step 4). To keep the implementation
standards high and to ensure that our architecture and design can cope with the
increasing codebase and the possibly new and changing requirements, we constantly
maintain and improve the implementation (step 6).

Overall, our Intelligent Tutoring System as a long-running SE project course is
structured so that the teaching of SE projects is accomplished over multiple years
via a real-life SE project. Over the years, the Intelligent Tutoring System became
more and more robust, and varied, with the continuous effort of each year’s student’s
contribution. It eventually became a full-fledged functioning automated tutoring
system that is being and ready to be widely deployed.

6.2.3 Overview of CS3213 Course Management

6.2.3.1 Course Curriculum

The course curriculum focuses on the main activities in SE. Furthermore, we
introduce selected relevant SE topics for our project, e.g., automated program repair,
static analysis, and fault localization. Each lecture is separated into two parts: (a)
the teaching of foundations in the aforementioned areas, and (b) the teaching of
project-specific knowledge and corresponding applications.

Requirements Analysis and Modeling The course starts with a focus on
requirements engineering, their elicitation, and modeling. Therefore, we invite
stakeholders like lecturers and teaching assistants from the first-year programming
courses to an interview session with the third-year students. This interview session
is prepared with corresponding assignments about question design and followed up
with requirements modeling exercises using UML Use Cases. We also teach other
requirements modeling, e.g., with finite state machines and sequence diagrams.
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Software Architecture and Design Afterwards, we introduce general principles
for software architecture design and modeling. The project-specific part of the lecture
introduces the existing architecture and its components, including the available
interfaces, which need to be used by the students in their own implementations. We
further discuss architecture variants of the existing architecture to discuss pro and
contra of the made design decisions.

Our baseline Java implementation already provides the students with elementary
classes and functionalities, which they can and need to reuse. To illustrate the
fine-grained design, we first introduce relevant design principles and patterns that
occur in our implementation. We do not give a comprehensive introduction to design
patterns because there is another dedicated software design course in our institution.
Instead, we only introduce the most relevant design aspects to enable the students
to work on the projects.

Project Planning and Implementation As part of the assignments, the students
have to submit a project plan. Therefore, we also introduce the basics of project
planning, work package design, and milestone and resource planning, including
necessary models like Gantt-Charts. The coding itself is a major part of the project
and is mostly supported by the mentors in project-specific meetings. The lecture
introduces general principles like Clean Code and testing and debugging techniques
meant to help the students in their concrete implementation efforts.

Testing, Debugging, and Integration As automated testing and debugging is
a major part of an intelligent tutoring system, we also introduce several validation
concepts and debugging techniques. In particular, we teach foundations in test-suite
estimation, functional testing, whitebox testing, structural testing, dataflow testing,
and mutation testing. To this end, we also introduce the basics of static analysis
like control-flow graphs (CFGs) and Define-Use Analysis (DUA). Furthermore, we
discuss the basics of debugging with the TRAFFIC principle and delta debugging
and dive deeper into the basics of static and dynamic slicing and statistical fault
localization. Towards the end of the curriculum, we also discuss integration testing
strategies and the related challenges.
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Project-Specific Topics In addition to the foundations in general software
engineering, we teach the background in automated program repair and provide an
overview of existing solutions for ITS components. Depending on the advertised
projects, we also discuss more specialized topics like taint analysis and Worst-
Case Execution Time (WCET) analysis to ensure the students have the relevant
background and material to work on their projects.

Labs and Assignments Each week in our curriculum is accompanied by a lecture
and a lab session. The labs are used to meet in smaller groups of students and discuss
their assignments. The assignments track the major milestones in the student’s
projects. We share the course assignment and major milestone in Table 6.1 for
practitioners.
Table 6.1: Course assignments that accompanies the major project milestones.

ID Topic Details
1 Requirements Anal-

ysis & Elicitation
Preparations and questions for the interview session with
the customer.

2 Requirements
Modeling

Requirement modeling with UML Use Case and Activity
diagrams.

3 Architectural Drivers and
Architecture Variants

Discussion of architecture variants and the requirements
that influence architectural design.

4 Strategy and
Project Planning

Project-specific planning including a Gantt-Chart and a
resource plan.

5 Detailed Design Structural and behavioral design of the students’ implemen-
tation with UML models

6 Intermediate Deliv-
erable

Towards the middle of the course, we ask the students to
submit a minimal project implementation and a report with
their project plans and various models.

7 Validation (i.e.,
Unit Testing) Test case design and test report.

8 Presentation & Fi-
nal Artifact

At the end of the course, all teams need to present their
project and submit their code.

9 Final Report
After the presentation, the students additionally need to
submit a final report, including a retrospective of their
project and design decisions.

6.2.3.2 Overview of Short-running Projects

Project Preparation As the key part of the CS3213 course, we carefully curated
a set of short-running projects before each semester started. Those short-running
projects are not only engineering efforts but also cover different research topics in the
Software Engineering community. Table 6.2 shows a few examples of short-running
projects that were provided in the first CS3213 course. The topics range from program
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structure understanding, static analysis practice, replication of error localization,
and automated program repair techniques. In addition, we also prepared a specific
testing project that helps students gain fuzzing and mutation testing experience.
These short-running projects are inherently different from traditional SE courses
that merely focus on development activities. The additional context on SE research
exposed students to the fundamental techniques behind software artifacts.
Table 6.2: Example of Short-running Projects provided in the first CS3213

ID Project Trained Skills
1 Parsing Develop an understanding of abstract syntax tree and control

flow graph and how a parser in compiler works.
2 Program

Alignment
Develop skills in static analysis (e.g., Def-Use) and practice
them in aligning two programs.

3 Error Lo-
calization

Understand and implement frontier error localization research
(e.,g execution-based, statistical-based fault localization.)

4 Repairing
Programs

Understand and implement frontier various APR research [2,
41, 99, 47], the approaches include program verification, syn-
thesis, and ILP optimization.

5 Tests Gen-
eration

Using fuzzing or mutation testing to generate incorrect pro-
grams that test the capability of the whole ITS.

Team Management and Project Guidance To reduce students’ workload, we
ask the students to form groups of 3-4 people to work on the project. We allow
them to search for their team members instead of a random assignment by the
teaching team. We prepare an ungraded Assignment 0 for the project selection,
which provides an overview and additional references for all available projects for
the specific year. Each team can bid for three projects, while the teaching team
allocates the final project.

Additionally, we assigned each team a graduate-level mentor who are familiar
with the project topics to help students get started on their project smoothly. Each
team was required to meet and discuss weekly with their mentor focusing on the
team’s planning, design, and implementation progress. Interestingly, those graduate
mentors all had experience in tutoring programming courses. So the deep involvement
of graduate mentors also works like discussion meetings with stakeholders.

Through the course and project organization, the students advance their skills
in software development, grasp a deeper understanding of fundamental SE concepts,
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and expose them to frontier SE research. All student projects eventually contribute
to an intelligent tutoring system, whose details were discussed in Chapter 5.

Our teaching materials and detailed short-running course project description can
be found at: https://nus-its.github.io/courses/cs3213/

6.3 Experience of ITS in Data Structures
To demonstrate the effectiveness of the long-running ITS project outcome in

practical usage. We present one complex data structure example from the Leetcode
platform and our latest experience through an anonymous control experiment with
30 students from CS2040S - data structure and algorithm. Prior experience with ITS
in the first-year programming course CS1010S was already discussed in Chapter 5.4.

6.3.1 Demonstration

Figure 6.2(a) presents a data structure task of “Construct Binary Tree from
Preorder and Inorder Traversal”. Unlike most CS-1 tasks that illustrate a straight-
forward programming goal. This task is a variation application of teaching the tree
traversal strategies. This problem examines a set of data structure definitions and
algorithm usage. To solve this problem, students at least need to understand (1)
the concept of binary tree and its traversal strategies, (2) the unique tree properties
preserved after preorder and inorder tree traversal, and (3) the recursive approach
to building a tree.

Figure 6.2(b) shows an example of an incorrect submission from a student who
has finished a data structure course. Despite this submission looking correct at first
glance, it has an issue with the “build” helper function at lines 14 – 15. Because
of the additional condition checker, the code skips the recursion for the root node
and leads to an incorrect tree construction. The mistake is subtle in terms of fixing,
but it reflects an inadequate understanding of the recursive termination condition.
Interestingly, ChatGPT is difficult to confidently detect and explain this mistake,
possibly because the code logic is mostly correct.

Repair and Feedback Generation. Driven by the automated program repair
engines, the ITS easily identifies this issue and provides a correct patch that fixes
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the problem. Moreover, the patch is post-processed by the integrated LLMs to
elaborate a detailed explanation as shown in Figure 6.2(c).

Construct Binary Tree from Preorder and Inorder Traversal
Given two integer arrays preorder and inorder where preorder is the preorder
traversal of a binary tree and inorder is the inorder traversal of the same tree,
construct and return the binary tree.

(a) Problem Statement of the Tree Traversal Task

1 public TreeNode buildTree(int [ ] preorder , int [ ] inorder) {
2 if (preorder . length <= 0 | | inorder . length <= 0)
3 return null ;
4 if (preorder . length != inorder . length)
5 return null ;
6 return build(preorder , inorder , 0 , inorder . length − 1) ;
7 }
8
9 public int index = 0;

10 private TreeNode build(int [ ] preorder , int [ ] inorder , int low, int high) {
11 if (high < low)
12 return null ;
13 TreeNode root = new TreeNode(preorder [ index ]) ;
14 − if (high == low)
15 − return root ;
16
17 int mid = −1;
18 for (int i = low; i <= high ; i++) {
19 if ( inorder [ i ] == preorder [ index ]) {
20 mid = i ;
21 break ;
22 }
23 }
24 index++;
25 TreeNode le f t = build(preorder , inorder , low, mid − 1) ;
26 TreeNode right = build(preorder , inorder , mid + 1, high) ;
27 root . l e f t = le f t ;
28 root . right = right ;
29
30 return root ;
31 }

(b) One Example of Incorrect Submission

Feedback from ITS
Mistake on Termination Condition: This submission prematurely skips the recur-
sive calls and returns the root node before the subtrees are properly constructed.
By returning prematurely, the build function does not explore the entire preorder
or inorder arrays, leading to an incomplete tree construction.

(c) Example Feedback for Figure 6.2(b) Curated by ITS
Figure 6.2: Example of Data Structure Example from Leetcode.
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6.3.2 User Study in CS2040S

CS2040S Data Structures and Algorithms is a follow-up course to the first-year
programming course (CS1010S) at the National University of Singapore (NUS)
School of Computing. The course introduces students to the fundamental concepts
of data structures and algorithms using Java. CS2040S includes topics such as basic
data structures (e.g., arrays, linked lists, stacks, queues, trees, graphs), sorting and
searching algorithms, and algorithm analysis. We conducted a controlled experiment
of solving four LeetCode tasks among 30 students at the end of the semester to
evaluate ITS’s impact on their learning experience. We selected two programming
tasks relevant to Tree and two programming tasks relevant to Graph, which are
two very important data structure topics, both tasks are taken from LeetCode
with similar difficulty and the required programming concepts are closely related to
weekly problem sets. The detailed four tasks are presented in Figure 6.3.

In the control experiment, we equally divided the 30 student participants into
two groups based on their programming expertise. Group A participants have access
to ITS feedback for Task 1 and 3 (after finalizing submissions), whereas Group B
participants do not have access to ITS feedback for all four tasks. The goal is to
confirm our hypothesis that the students in Group A should perform better than
students in Group B for Task 2 and Task 4 even without ITS. If the feedback they
have received on Task 1 and Task 3 has strengthened their conceptual understanding
of the topic. The students were given 25 minutes to solve each task, after which they
should move to the next task.

Tree Topic
We assess students’ understanding of Binary Search Tree definition and
Pre/In/Post Tree Traversal, which is covered in Problem Set 4 of CS2040S.
Task 1: "Construct Binary Tree from Preorder and Inorder Traversal"
Task 2: "Construct Binary Tree from Inorder and Postorder Traversal"

Graph Topic:
We assess students’ understanding of the Shortest-Path Problem in Graph,
which is covered in Problem Set 8 of CS2040S.
Task 3: "Minimum Cost to Reach City With Discounts"
Task 4: "Minimum Cost to Buy Apples"

Figure 6.3: Overview of Data Structure Tasks used in Control Experiment.
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Experiment Result Figure 6.4 reports the number of final correct submissions
for each task. For Task 1 and Task 3, group A and Group B both do not have access
to ITS feedback at the beginning, and the number of correct submissions is thus
similar in both groups (Task 1: 6 vs 5, Task 3: 3 vs 4). During the gap between
Task 1, 2 and Task 3, 4, we presented the ITS feedback to group A students whose
final submissions were incorrect. This led to a substantial increase in the number of
correct submissions for Task 2 and Task 4 in Group A compared to Group B. For
Group A, 4 out of 9 students who failed Task 1 successfully passed Task 2, and 5
out of 12 students who failed Task 3 successfully passed Task 4. For Group B, only
2 out of 10 students who failed Task 1 successfully passed Task 2, and only 2 out of
11 students who failed Task 3 successfully passed Task 4.

Despite there might be some students solved follow-up tasks because they got
additional time to work on a similar task, the improvement difference between Group
A and Group B indicates the positive impact of ITS feedback on students’ learning
experience.

Figure 6.4: Comparison of Correct Submissions on the Four Tasks.

Case Study. We present one case study of a Group B student who was almost
correct but still failed Task 1 and Task 2. The student’s submission for Task 1 is
explained in Figure 6.2(b), and we show the student’s submissions for Task 2 in
Figure 6.5. The student submitted 8 attempts for task 1 and reached an almost
correct solution which only needs a last-mile repair to remove the redundant condition
if (high == low) in the build helper method. Ideally, the student is expected to solve
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task 2 in the additional 25 minutes since the two tasks are isomorphic. However,
the student started with a task 1 identical solution in task 2 and later submitted 13
attempts, and none of them touched the erroneous condition. This example further
demonstrates how struggling students can be even if they are close to the correct
solution and highlights the importance of immediate feedback. Interestingly, after
we presented the feedback in Figure 6.2(c), the student immediately realized his
mistake and successfully rectified the error in both Task 1 and Task 2.

1 # Example Student Submission for Task 2 (Incorrect)
2 public TreeNode buildTree(int [ ] inorder , int [ ] postorder) {
3 if ( inorder . length <= 0 | | postorder . length <= 0 | | inorder . length != postorder . length) {
4 return null ;
5 }
6
7 if ( inorder . length == 1)
8 return new TreeNode(inorder [0 ]) ;
9

10 return build(postorder , inorder , 0 , inorder . length − 1) ;
11 }
12
13 public int index = 0;
14 private TreeNode build(int [ ] postorder , int [ ] inorder , int low, int high) {
15 if (high < low | | curr < 0)
16 return null ;
17
18 TreeNode root = new TreeNode(postorder [ index ]) ;
19
20 if (high == low)
21 return root ;
22
23 int mid = −1;
24 for (int i = low; i <= high ; i++) {
25 if ( inorder [ i ] == postorder [ index ]) {
26 mid = i ;
27 break ;
28 }
29 }
30 index++;
31 TreeNode le f t = build(postorder , inorder , mid + 1, high) ;
32 TreeNode right = build(postorder , inorder , low, mid − 1) ;
33 root . l e f t = le f t ;
34 root . right = right ;
35
36 return root ;
37 }

Figure 6.5: Case Study of an Example Incorrect Submission from Group B
Participant for Task 2.

6.4 Challenges & Lessons Learned
To further share our experience with our combined research and teaching effort,

we report the challenges we faced and the lessons learned concerning the teaching of
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CS3213 - Foundations of Software Engineering.

6.4.1 Incentives for Stakeholders

We have three main user groups: the students who receive feedback, the tutors
who can use the ITS to better understand the students’ errors and get grading
support, and the lecturers who provide the inputs like assignments and reference
implementations. Lecturers are naturally concerned about deploying more tools,
including the potential negative effects on the learning outcome caused by inaccurate
output. To gradually convince the lecturers, we decided to first focus on a targeted
deployment for tutors. For tutors, an imperfect output is less critical and still
can provide helpful guidance to them and help us to get feedback continuously.
In contrast to the lecturers, the tutors have a generally more positive attitude
regarding the ITS; they are willing to join longer interviews to share their experience
in the tutoring process and their requirements. As a result, we have been able to
successfully invite tutors to our requirements elicitation sessions as well as to our
user studies. To engage with first-year students, we designed a user study that
not only has a monetary reimbursement but also provides additional programming
training and an extra tutorial after the user study to explain the programming tasks
to them individually. The third-year students who develop the components in our
course showed great interest in our project because it is (or will be) deployed in a
real context and because they like working on a larger project with existing parts.
Overall, it is a valuable experience for them, as shown by the following student
quotes about the question of what they liked the most in the course:

“As the module is new, its content to be taught may change but I’m certain the ITS
project is here to stay. (iterative building of the system)."

“The project component – It’s really interesting, and I like that it will actually be
used. I think that makes it one of the most interesting modules I’ve taken so far.

It’s very cool to understand the reasoning for design details with the teaching team
that actually built it."

“Participation in an actual to–be–deployed software project is exciting and makes
your effort somewhat worthwhile."
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6.4.2 Project Preferences

In the first instance of our course, we allowed students to pick projects on their
own. Therefore, we ended up with an imbalanced selection of projects. Students
tended to prefer a project with more explicit requirements, e.g., a Parser component,
instead of a Repair project that involves more research. In the second instance, we
therefore only allowed bidding on projects while the teaching team made the final
decision.

6.4.3 Managing Software Evolution

Overall, we experienced that our general approach is feasible and helps both the
third-year and the first-year students. However, we have also seen that we must invest
significant time from our side in managing the software evolution. This includes
selecting and integrating the best projects, maintaining the code base, updating the
design to cater to new requirements, and implementing new components to check
their feasibility before we can offer them as a project in the course.

6.5 Impact and Vision for the future
In this chapter, we presented our concept for linking the teaching of software

engineering projects with the teaching of programming and introduced our intelligent
tutoring system (ITS). Further, we discussed our experiences using the ITS in
CS2040S through a controlled experiment. In the following two sections, we discuss
the observed impact of our work and provide a concluding outlook for intelligent
tutoring in the AI era.

6.5.1 Impact: Teachers, Students, Research

Based on our experience, the presented ITS impacts several aspects of program-
ming. With our long-running teaching effort, we incrementally develop and improve
the ITS into a usable product. We change how first-year students learn programming
and support teachers in the introductive CS courses. Furthermore, we provide the
platform for senior students to practice software engineering in a realistic scenario.
Additionally, they are encouraged to work on research-oriented topics by selecting
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the corresponding projects. Overall, we received positive feedback in our user studies:
from the 15 students and tutors, more than 78% would like to see the ITS deployed
in their next programming course. Moreover, the ITS helps to integrate the latest
research in educational APR and related topics. Our teaching innovation can also
impact students from other universities as they adopt our concept and join the
ITS development team. In fact, we have already exported the teaching concept to
another university.

6.5.2 Intelligent Tutoring in AI Era

Student/Novice 
Programmer AI Assistant

Intelligent 
Tutoring System

Learn a model of the 
student’s understanding 

and problems

3

Guided Formulation of 
Prompts1

Help to understand the 
auto-generated code2

Figure 6.6: Envisioned three-way interaction between Student, ITS, and AI
Assistant.

With the shift from manual programming to AI-assisted programming, CS
education must also be innovated. We think the ITS represents a well-suited
platform to help students learn an effective way of using AI-based code generation
tools like GitHub Copilot and ChatGPT. Therefore, instead of exposing the student
directly to the AI assistant, the ITS can moderate the prompts and explain the
generated code, achieving a three-way interaction between the student, ITS, and
AI assistant (see Figure 6.6). Based on the student’s performance, mistakes, and
interaction with the AI assistant, the ITS can learn a model of the student’s current
mental model. This can be achieved by mapping the student’s mistakes and questions
to the underlying programming concepts.
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CHAPTER 7. RELATED WORK

Chapter 7

Related Work
This chapter discusses the existing work related to this thesis in the research area

of program repair, programming feedback generation, program equivalence checking,
and capstone software engineering projects.

7.1 Automated Program Repair
Automated Program Repair (APR) [38, 72] is an enabling technology which allows

for the automated fixing of observable program errors thereby relieving the burden
of the programmers. General purpose APR techniques such as GenProg [58], SemFix
[75], Prophet [64] and Angelix [69], require an incomplete correctness specification
typically in the form of a test-suite.

7.1.1 Test-based Program Repair

Test-suite based automated program repair (APR) has attracted significant
attention in the last decade [38]. These techniques aim to generate a patch for
a buggy program to pass a given test-suite. APR techniques typically include
search-based, semantic-based, and pattern/learning-based APR. Search-based APR
techniques like GenProg [58] take a buggy program and generate patches using
predefined code mutation operators, or search for a patch over the patch space
that passes the given test suite. Semantics-based APR techniques [75, 69] generate
patches by formulating a repair constraint that needs to be satisfied based on a given
test suite specification, and then solving the repair constraint to generate patches.
Learning-based APR techniques [65, 50, 115] often train a deep learning model with
large code repositories and are guided by a specific representation of code syntax
and semantics to predict the next tokens that are most likely to be correct patch.
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APR techniques have been successfully deployed in industries for domain-specific
bug fixing [104, 67, 11]. However, these techniques achieve low repair success rate
on student programs that suffer from multiple mistakes, since they can scale to
large programs but not necessarily to large repair search spaces [107]. As student
programs are substantially incorrect, the search space for repairs is typically large.

ITSP [107] reports positive results on deploying general APR tools for grading
purpose by expert programmers, and negative result when used by novice pro-
grammers for feedback. Their low repair success rate and reliance on test-cases
(overfitting) can be seen as a motivator for our work.

S3 [57] synthesizes a program using generic grammar and user-defined test-cases.
Semgraft [68] uses simultaneous symbolic execution on a buggy program and a
reference program to find a repair, which makes the two program equivalent for a
group of test inputs; this class of test inputs is captured by a user-provided input
condition. Our work shifts away from test inputs and instead constructs verification
guided repair. Furthermore, for our application domain of pedagogy, we seek to
build minimal repairs by retaining as much of the buggy program as possible.

7.1.2 Program Repair of Programming Assignments

Autograder [87] is one of the early approaches in this domain. In Autograder, the
correctness of generated patches is verified only in bounded domains (e.g., the size
of a list in the program is bounded to a constant number), and thus the verification
result is generally unsound. Autograder also requires instructors to manually provide
an error model that specifies common correction patterns of student mistakes, which
is not needed in Verifix.

Clara [41] also performs bounded unsound verification. Clara checks whether
each concrete execution trace of the student program matches that of the reference
program, and performs a repair on mismatch. Since a concrete execution trace
is obtained from test execution, the correctness of a generated patch cannot be
guaranteed. We have provided a detailed experimental comparison with Clara.
Clara assumes the availability of multiple correct student submissions with matching
control-flow to the incorrect submissions, limiting their applicability, unlike Verifix.
Sarfgen [99] generates patches based on a lightweight syntax-based approach and
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assumes the availability of previous student submissions. Both Clara and SarfGen
require strict Control-Flow Graph (CFG) similarity between the student and reference
program. In comparison, Verifix requires a matching function and loop structure
between the student and reference program. Unlike Clara and SarfGen, Verifix can
recover from differences in return/break/continue edge transitions due to its usage
of Control-Flow Automata (CFA) based abstraction.

Refactory [47] handles the CFG differences by mutating the CFG of the student
program to that of the reference program by using a limited set of semantics-
preserving refactoring rules, designed manually. For example, refactoring a while-
loop by replacing it with a for-loop structure. Note that Verifix, unlike Refactory,
keeps the original CFG of the student program as much as possible, as shown
in Fig 3.1. Our goal is to produce small feedback of high quality. We cannot
experimentally compare with Refactory since its implementation targets Python
programming assignments.

CoderAssist [53], to the best of our knowledge, is the only APR approach that
can generate verified feedback. CoderAssist clusters submissions based on their
solution strategy followed by manual identification (or creation) of correct reference
solutions in each cluster. After the clustering phase, CoderAssist undertakes repair
at the contract granularity rather than expression granularity — that is, while
CoderAssist can suggest which pre-/post-condition should be met for a code block,
CoderAssist does not have the capacity to suggest a concrete expression-level patch.
CoderAssist repair algorithm and evaluation results focus on dynamic programming
assignments. In contrast, Verifix is designed and evaluated as a general-purpose
APR.

There have been several attempts to use neural networks [15, 98, 42, 79, 21, 3]
for program repair. These approaches typically target syntactic/compilation errors,
and the repair rate for semantic/logical errors is low [79]. Such machine learning
based techniques do not offer any relative completeness guarantees, and the repair
is evaluated against incomplete specification (e.g. tests).

There has been prior work on live deployment of APR tools for repairing student
programs [107, 4]. The work of ITSP [107] shows negative results on providing
semantic repair feedback to students on their programs. At the same time, the
work of Tracer [4] demonstrates positive results for repair based feedback, albeit on
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simpler (compilation) errors. In this thesis, we present an approach for repairing
complex logical errors in student programs. Our tool Verifix can generate verified
feedback for 58.4% of incorrect student submissions from 28 diverse assignments,
collected from an actual CS-1 course offering. The human acceptability of our
verified feedback can be further investigated via future user-studies.

7.1.3 Program Equivalence Verification

Verifix performs program equivalence verification which itself is a separate long-
standing research area [13, 110, 22, 74]. In program equivalence verification, it
is proved whether given two programs are semantically equivalent to each other.
Program equivalence verification is usually performed by first constructing a product
program (similar to our aligned CFA) where the loops of the two programs are
aligned with each other [13, 110]. Aligning loops is considered as one of the major
challenges in program equivalence verification [22]. In the traditional application
areas of program equivalence verification such as optimized-code verification [74, 23],
the original code and its optimized code often have different program structures, and
thus alignment is challenging in those programs. This problem is much less severe in
introductory programming assignments, as shown in our experiments, where Verifix
fails to obtain a repair due to structural mismatch between the student and reference
program in 27.2% of our dataset. The main difference of our work from program
equivalence verification is that we add a CEGIS (counter-example-guided inductive
synthesis) loop inside the verification procedure, so that repair and verification can
take place hand in hand.

7.2 Automated Grading.
Many approaches have been proposed for automatic assessment of programming

assignments [7, 102, 96, 52, 46, 63]. These systems rely either on (1) test cases
[48, 7, 102, 96, 52, 46], (2) formal semantics [63], or (3) syntactic differences (e.g.,
in the form of CFG) between reference solution and student solution [70, 6, 97]
to grade introductory programming assignments. Test-based grading approaches
(e.g., AutoGrader [7]) assign scores to programming assignments by relying on
program’s outputs on a set of test inputs [102, 96, 52]. These test inputs can either
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be manually designed by course instructors or automatically generated [36, 63].
These test-based approaches have several limitations, including: (1) they cannot
reflect the students’ effort and mastery of knowledge because a minor mistake could
fail many test cases which lead to a large portion of marks being deducted, (2)
students may struggle to identify their mistake using only the failing test cases
as feedback. Different from these approaches, ConceptGrader grades a student’s
submission using programming concepts, and generates intuitive feedback which
points out the missing or wrongly used programming concepts. Another popular
approach to automated grading is calculating the similarity between different program
representations (e.g., control flow graph) of a student’s submission and corresponding
reference implementation [70, 6, 97]. However, these approaches do not support
convergent formative assessment as they only grade student’s submissions without
providing feedback. Liu et al. [63] proposed an approach based on formal semantics
for automated grading of programming assignments. They use symbolic execution
techniques to explore the semantic difference between instructor’s reference solution
and students solution in the form of path deviations. However, their approach only
produces a binary correct or incorrect result, while our approach gives a quantitative
evaluation of student submissions.

Prior work focuses on fixing introductory programming assignments using au-
tomated program repair techniques, and providing the automatically patches as
feedback [107, 88, 41, 99, 47, 53]. Although ConceptGrader uses patches generated
by a program repair engine (Refactory [47]) to trigger the unfolding mechanism to
improve the accuracy of the score calculation for incorrect student submissions, Con-
ceptGrader does not use the automatically generated patches directly as feedback.
As we design the abstraction rules to be human readable, the feedback generated by
ConceptGrader can provide explanation of student mistakes to support convergent
formative assessment. Different from existing repair approaches, ConceptGrader is
designed for automated grading of introductory programming assignments.

7.3 Capstone Software Engineering Projects
Project-based software engineering courses are essential for students to get

training for professional software development skills like architecture design, team
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management, software maintenance, etc. Students are often required to work as
a team to develop software either from industrial partners or simulated real-world
topics via semester-long projects [51, 90, 17, 93, 26, 37]. However, there exist certain
barriers and challenges to this teaching setting. For example, continuously collecting
project topics from industry partners and establishing an efficient communication
channel between stakeholders (students and company clients) are challenging tasks
for the instructor. More importantly, the students work on different project topics
each year, which means they usually do not have a general picture of the entire
system, therefore they cannot experience the evolution of a software system.

In this thesis, our focus is presenting the idea of having an in-house, long-running,
sustainable software engineering project in the university context. This kind of
long-running SE project shares characteristics with other community-driven course
concepts [10]. Our proposed teaching concept is however novel in the sense that it
links the teaching of software engineering courses and the teaching of introductory
programming courses. This is done by developing an intelligent tutoring system.
Students not only get training for software development but also gain exposure to
the latest research in the software engineering community.
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CHAPTER 8. CONCLUSION

Chapter 8

Conclusion
Automated programming tutoring system aims to provide constructive sugges-

tions on students’ programming mistakes and precisely assess students’ effort in an
automated way. To achieve this vision, prior work utilized program repair / synthesis
and symbolic analysis to automatically fix students’ assignments and use the corre-
sponding patch as the feedback returned to students. Although these techniques
have shown high accuracy in fixing incorrect student submissions, they use test suites
as incomplete specifications and suffer from overfitting issues and the assessment
does not always reflect student’s conceptual understanding. Moreover, these works
are not being used or maintained because of the nature of the research prototype.
In this thesis, we propose a series of techniques to scale the intelligent tutoring of
programming. Those proposed techniques all revolve around the topic of automated
program repair. Overall, we assist teaching staff and students in the Computer
Science department by providing guaranteed repair for programming assignments,
conceptual level automated grading, building a full-fledged Intelligent Tutoring
System (ITS), and a self-sustained Software Engineering course that continuously
evolves the ITS. The contributions of this thesis are summarized as follows.

8.1 Summary of Contributions
• We propose Verifix, which uses program equivalence checking techniques along

with pMaxSMT-based automated program repair to provide a trustworthy
guarantee as well as high-quality, minimal program patches as feedback for
students’ programming assignments. Our evaluation of 341 real-world incorrect
solutions from students shows significant improvement compared to prior work.
(Chapter 3)
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• We propose ConceptGrader, which provides conceptual-level feedback and
precise assessment for programming assignments. ConceptGrader is based on
concept graph, an abstracted CFG that highlights programming concepts in
submissions of introductory programming assignments. The concept graph
contains expressions translated into natural language to enhance readability,
and make it more suitable as hints to provide feedback to students. To allow
more abstract matching of programs, we introduce concept node fold- ing
where we temporarily hide complex expressions in concept nodes for fuzzy
concept matching, and unfold (unhide) the expressions for precise concept
matching whenever we detect a likely programming mistake within the folded
concept node. (Chapter 4)

• We designed and implemented a full-fledged, ready-to-use Intelligent Tutoring
System for Programming, and deployed it in the programming courses (e.g.,
CS1010S and CS2040S) at NUS. This development process involves the iteration
of improving the teaching of software engineering by providing a realistic, self-
sustained software engineering project in the university context, and also
an improved ITS is ready to provide personalized feedback that facilitates
students’ learning of programming. (Chapter 5 and Chapter 6)

8.2 Future Work
Although program repair has proved its effectiveness in educational settings,

especially for first-year programming courses. There is a long journey toward widely
adopting those techniques in everyday teaching. We believe there are still plenty
of opportunities and challenges for aiding computing education. Reflecting on our
findings and observations throughout this thesis, we envision the following research
directions.

Practical Assessment on Learning Outcomes. The ultimate goal of having
an intelligent tutoring system is not to merely repair students’ mistakes but to
enhance student’s learning outcomes. In our preliminary investigation through both
user study and live deployment, we have seen our Intelligent Tutoring System is
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effective, but the evidence we have shown is mainly technical perspective. To push
a wider integration of the Intelligent Tutoring System, we believe further study
is required to fairly assess the Intelligent Tutoring System’s long-term impact on
student learning outcomes from a pedagogy perspective. For instance, establishing
a controlled experiment environment to observe student’s behavior and performance
with/without ITS can help us gain further insights into the both positive and
potential negative impacts in real-pedagogy scenarios.

Early-staged Assisting Mechanism Even though my thesis shows promising
results in providing last-mile repair as feedback to students, there are still many
students who cannot benefit. One of the other key challenges for students who
struggle with learning programming is how to correctly interpret the problem and
start the thinking process. We believe a proactive repair approach that accompanies
step-by-step problem-solving guidance from scratch is desired for those relatively
weaker students to get familiar with programming fast. This would enable ITS to
help more characteristics of student’s difficulties and increase its applicability.

Application in Advanced Computing Courses. The rapid development of
generative AI powered automatic programming might reduce the importance of
programming activities in those entry-level programming courses. These paradigm
changes may indicate that the fundamental concept in advanced computing courses
will always stay and become more important for Computer Science students in the
GenAI era. We believe that the idea of program repair can be adapted with the
knowledge within large language models to better facilitate advanced computing
topics such as algorithms, databases, operating systems, etc.

In conclusion, this thesis not only attempts to address the trustworthy issue
in program assignment repair and conceptual assessment, but also opens many
opportunities for future research works. The Intelligent Tutoring System built in
this thesis also serves as a well-established platform for conducting and integrating
future research to enrich its trustworthiness, generalizability, and applicability for
wider populations in learning computing.
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